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Abstract

We empirically investigate how well different learning rules manage to explain the formation of
household inflation expectations in six key member countries of the euro area. Our findings
reveal a pronounced heterogeneity in the learning rules employed on the country level. While
the expectation formation process in some countries can be best explained by rules that
incorporate forward-looking elements (Germany, Italy, the Netherlands), households in other
countries employ information on energy prices (France) or form their expectations by means of
more traditional learning rules (Belgium, Spain). Moreover, our findings suggest that least
squares based algorithms significantly outperform their stochastic gradient counterparts, not
only in replicating inflation expectation data but also in forecasting actual inflation rates.
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1 Introduction

Central banks around the world have a particular interest in obtaining more insights on how eco-
nomic agents form their expectations about future inflation as this information supports them in
their aim to achieve price stability. Bernanke (2007) underlines the importance of understanding
this formation process by pointing to its relevance for the determination of optimal policy deci-
sions, for the process of forecasting inflation as well as for the judgment of the central bank’s own
credibility. So far however, there is no consensus among policy makers and academics on how to
best model this expectation formation process. In this paper, we pursue a particular expectation
formation scheme, namely adaptive learning and empirically investigate how well different adaptive
learning rules manage to explain inflation expectations of households in six member countries of
the euro area: Belgium, France, Germany, Italy, the Netherlands, and Spain. Given the fact that
the ECB has declared an area-wide objective for price stability, adopting a comparative approach
provides useful insights. It reveals heterogeneities in the formation processes on the national level
that carry implications for the area as a whole.

In this paper, we present evidence that the adaptive learning approach provides a good de-
scription of the expectation formation process in all six Furopean countries. We compare different
learning rules which have been suggested by Pfajfar and Santoro (2010) and evaluate their ability to
replicate household inflation forecasts. Our findings reveal some heterogeneity in the combination
of information sets and algorithms which best describe the expectation formation on the individual
country level, whereas no regional pattern can be identified. More specifically, our results suggest
that households in Germany, Italy, and the Netherlands employ some forward-looking type of in-
formation in their expectation formation process, while those in France, Belgium, and Spain use
information on energy prices or even more traditional learning rules focusing on the current rate
of inflation. To benchmark our findings on household survey data, we also fit the learning rules to
the actual inflation rates and thereby obtain information which algorithms and parameter values
would have been optimal in forecasting changes in national CPIs. Our results imply that learning
models in fact depict a better description of the survey data than they serve as a forecasting rule
for the actual inflation rates. We also check for time variation in the gain parameters as well as the
underlying information sets. While some variation becomes apparent, we do not see that the recent
financial turmoil has had a systematic effect on the learning behavior of European consumers. In
addition, we shed some light on the question whether European expectations are better modeled
using least squares (LS) or stochastic gradient (SG) based learning algorithms. Statistical tests
reveal that LS algorithms, which are commonly used in economic research, outperform SG based
learning rules, both when tracking household survey data but also when forecasting actual inflation.

Modeling inflation expectations by adaptive learning has become widespread practice in the
macroeconomic literature (see, e.g., Orphanides and Williams, 2004, 2005 or Milani, 2007, 2008,
2011). Compared to the concept of rational expectations, which is also widely used in economic
modeling, this approach has the attractive feature of relaxing the informational requirements on
the expectation forming agent. That is, agents are not required to know the true parameterization
of the underlying economic model, as they learn those parameters over time by drawing inference
based on new incoming data.! In fact, empirical evidence supporting the assumption that Euro-
pean households are strictly rational when forming their inflation expectations is rather weak, see
Forsells and Kenny (2002) or Dias et al. (2010). Considering alternative expectation formation
models such as adaptive learning therefore comes in at hand.

'For a systematic discussion of adaptive learning see Evans and Honkapohja (2001).



The analysis presented in this paper relates to several contributions investigating the empirical
support for different adaptive learning models in their ability to replicate survey data, in particu-
lar inflation expectations. Branch and Evans (2006) for example focus on the ability of different
recursive forecasting models which are commonly used in the adaptive learning literature to track
inflation and GDP growth expectations of professional forecasters as well as to forecast the variables
themselves. Based on data for the US, they find that constant gain learning yields the most accu-
rate description in both cases. Markiewicz and Pick (2014) extend the analysis as they replicate
not only forecasts of macroeconomic but also of financial variables, allowing for several different
learning specifications. Their results indicate that an adaptive expectation model performs best
in tracking US inflation expectations of professional forecasters. Malmendier and Nagel (2015)
furthermore use micro data on consumer inflation expectations to fit a model which reflects the
idea of “learning from experience”. To do so, the authors employ a constant gain specification
where the gain depends on the age of the respective agent and thereby show that young individuals
assign a higher weight to more recent observations than older individuals. With respect to the
country coverage, our study is closest to the work of Weber (2010) who investigates the formation
of inflation expectations for several European countries by means of adaptive learning techniques.
She finds that constant gain learning describes the expectation formation mechanism of European
households as well as professional forecasters better than a decreasing gain specification.

While our contribution builds on the existing evidence for household learning in European
countries, it extends the literature by testing new learning mechanisms which are motivated by the
advancement of Pfajfar and Santoro (2010). In particular, we consider different laws of motion for
the evolution of actual inflation and introduce more flexibility in the updating process of the esti-
mated parameters than commonly assumed in traditional learning algorithms. The latter extension
is specifically designed to detect forward-looking elements in the updating process of consumers.
One updating mechanism considered allows for the combination of sticky information and adaptive
learning in the expectation formation process and reflects the idea of the epidemiological model
suggested by Carroll (2003). Sticky information models have been proposed as another alternative
to rational expectations since they perform well in explaining inflation dispersion on the micro
level, see Cukierman and Wachtel (1979) or Mankiw et al. (2004). Based on the observation that
only a certain fraction of all agents update their expectations each period, Carroll (2003) derives a
micro-founded model which accounts for this particular feature of the data. Building on Carroll’s
epidemiological approach, Doepke et al. (2008) show that European households update their ex-
pectations on average every 18 months.

Besides testing the empirical evidence of forward-looking updating rules, we furthermore extend
the learning algorithms of Pfajfar and Santoro (2010) by introducing the possibility that consumers
rely on information about frequently purchased items such as energy prices. This idea is based on
the observation that households often think about energy prices when asked to provide their opinion
on future price changes as documented by Bruine de Bruin et al. (2010). Overall, our results imply
that the actual models used to form expectations on the national level are quite heterogeneous as
we find evidence in favor of every learning rule that we consider. Jointly for all countries however,
the findings suggest that households rely on rather simple information sets when conducting their
inflation forecasts.

Finally, this paper also relates to the contribution of Berardi and Galimberti (2014) who com-
pare the ability of LS and SG learning algorithms to replicate survey data as well as to forecast
different macroeconomic variables. Based on data for the US, the authors find that LS algorithms
better replicate observations of professional inflation forecasts, while the actual inflation rate can



be projected more accurately by means of SG algorithms. We conduct a similar exercise for the
European countries, providing statistical evidence that LS based algorithms outperform their SG
counterparts in both cases.

The remainder of this paper is organized as follows. In the next section, we introduce the
household survey data and discuss certain features of it. Section 3 then outlines a general version
of the adaptive learning model. Issues related to the estimation of the time-varying parameters,
the initialization as well as the underlying information sets are discussed in Section 4. The actual
learning rules that we assess are presented in Section 5, followed by the corresponding estimation
results, whereas we separately discuss the role of different information sets. Section 6 presents
evidence on a time-varying gain estimation, while Section 7 concludes.

2 Household inflation expectations

We derive consumer inflation expectation figures from qualitative data on inflation perceptions and
expectations. The data is obtained from the monthly European Commission’s consumer survey.
More specifically, information on current inflation perceptions is obtained by asking households
“How do you think that consumer prices have developed over the last 12 months”. The question on
inflation expectations furthermore is phrased as “By comparison with the past 12 months, how do
you expect that consumer prices will develop in the next 12 months”. The survey respondents can
choose their answer on a discrete scale of five categories, ranging between “prices have fallen/ will
fall” to “prices have risen a lot/ will increase more rapidly”, depending on the respective question
asked. They can also indicate that they do not know the answer to the question. The European
Commission then publishes aggregate outcomes by country and response share on a monthly basis.
As a result, we have time series over all response categories for each of the six countries that we
consider.? We use data from January 1990 until December 2012 and the country selection has been
conducted based on data availability not only with respect to the survey data but with respect
to all variables we use in this study. Data is available for six key member countries of the euro
area: Belgium, France, Germany, Italy, the Netherlands, and Spain. Even though central banks
usually stress the importance of medium to long-term inflation expectations, investigating the for-
mation and properties of expectations with a shorter horizon as in our case is also highly relevant.
Bernanke (2007) for example points to the necessity of having reliable short-term forecasts as they
provide a good “jumping-off point” for more accurate longer-term projections.?

To transform the qualitative data into quantitative figures of inflation expectations, we follow
the literature such as Weber (2010) or Doepke et al. (2008) and apply the probability method
suggested by Carlson and Parkin (1975) in its augmented form (see Batchelor and Orr, 1988) to ac-
commodate cases with five response categories. Since the survey question on inflation expectations
asks households to provide their outlook about future price developments relative to their percep-
tion of price changes over the last year, we use the qualitative information on inflation perceptions
to compute a scaling variable as suggested by Berk (1999). This approach has the advantage that
expectations are not assumed to be unbiased which is important when investigating their formation

2A description of the survey and the data can be found in European Commission (2007).
3For a discussion of short-term inflation and short-term inflation expectations in monetary policy making see,
e.g., Giannone et al. (2014) or Clark and Davig (2008).



process.* However, Nardo (2003) and Weber (2010) note that one has to keep in mind that the
expectation figures display only an approximation of the unknown economic agent’s expectations.
This is the necessary result of the fact that consumer inflation expectations for European countries
are only available in qualitative form.

Quantified inflation expectations and annual inflation rates calculated based on the respective
national consumer price index (CPI) are shown for each country in Figure 2.1. In addition, Ta-
ble 2.1 provides summery statistics of the two variables as well as the associated mean squared
forecast errors (MSFE) by country. For each variable, we show the mean outcome over the entire
period, which ranges from the beginning of 1991 until the end of 2013 as well as for three subperi-
ods.® The first subsample encompasses the period before the introduction of the single monetary
policy (SMP) and includes data from 1991 until the end of 1998. Our second subsample covers the
implementation of the SMP in 1999 as well as the euro currency changeover in 2002. It ranges until
the declaration of bankruptcy by Lehman Brothers in September 2008. The third period covers
the European sovereign debt crisis and ranges from September 2008 up until December 2013.

Table 2.1: Descriptive statistics for inflation, inflation expectations, and forecast errors

The table reports the mean CPI inflation rate together with the mean household forecast and the associated mean
squared forecast error (MSFE) for each country. The means are calculated over the entire period of investigation
(1991m1-2013m12) as well as three consecutive subperiods. “Pre-SMP” ranges from 1991ml to 1998m12, “SMP I”
from 1999m1 to 2008m8, and “SMP II” from 2008m9 to 2013m12.

Belgium France Germany Italy Netherlands Spain

Inflation

Entire period 2.13 1.71 1.98 2.89 2.25 3.22
Pre-SMP 2.11 1.87 2.79 4.18 2.47 4.15
SMP 1 2.18 1.76 1.61 2.34 2.22 3.23
SMP II 2.06 1.36 1.43 1.94 1.99 1.79
Forecast

Entire period 1.66 1.30 1.75 2.43 1.85 2.44
Pre-SMP 1.67 0.81 2.31 3.76 1.84 2.42
SMP 1 1.33 1.26 1.56 1.74 2.97 2.70
SMP II 2.24 2.12 1.24 1.70 1.67 2.00
MSFE

Entire period 2.17 1.47 1.52 1.61 1.01 4.29
Pre-SMP 0.58 1.51 1.93 1.86 0.90 4.49
SMP 1 1.74 0.76 1.30 0.79 0.89 2.08
SMP 11 5.33 2.71 1.28 2.71 1.38 7.98

The results reported in the upper panel of Table 2.1 show that over those 23 years, inflation
was on average somewhat below 2% in France and Germany and slightly above in Belgium and the

4In our context we are faced in very few cases with the problem that the quantification method breaks down
whenever the response category indicating that prices have fallen or will fall is zero. To avoid that, we apply
the correction suggested in Heinzel and Wollmershauser (2005) based on the approximate number of participating
household in each country as released by the European Commission.

5To make the comparison between CPI inflation and its forecast more comprehensive, we report each forecast
at the date of its realization. For example, a forecast made in January 1990 is reported in January 1991 when the
actual CPI materializes. We keep that notation throughout the entire paper unless stated otherwise.
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Figure 2.1: Inflation and inflation expectations
Household inflation expectations (blue solid line) are displayed 12 months after the forecast has been conducted
together with CPI inflation (green dashed line).



Netherlands. The average inflation rate in Italy and Spain was instead close to 3%. Remarkably,
Spain and Italy experienced quite elevated levels of inflation before the introduction of the SMP
with an average of above 4%. While the forecast error for Spain is also high during that period as
consumers expected a lower inflation rate, the level of expected price changes by Italian consumers
is quite in line with the level of actual inflation. The forecast errors furthermore suggests that
Dutch household were on average most successful in forecasting inflation while Spanish consumers,
which also experienced the highest overall inflation rate, were least successful in their forecasting
exercise.

A visual inspection of the period including the euro currency changeover suggests that the intro-
duction of the new currency raised inflation expectations especially in Germany, the Netherlands,
and Spain (see Figure 2.1). Table 2.1 however indicates that during that particular period, inflation
was on average lower than before the introduction of the SMP, at least in five out of six countries.
This observation is not only pronounced for Italy and Spain but also for Germany. Moreover,
inflation was lowest in the last subperiod which covers the European sovereign debt crisis. The
low level however does not imply that inflation forecasts became more accurate. In fact, for all
countries but Germany, average forecast errors were highest during this episode which was marked
by elevated economic uncertainty.

3 A general model

In this section, we briefly outline how the traditionally used adaptive learning rules can be derived
from a general state space model. For a thorough treatment of this correspondence see Berardi and
Galimberti (2013). First, consider a household which intends to form an inflation forecast. The
household assumes that inflation evolves in the following way

Tt = cciBt + &4, (1)

where 7; is the inflation rate, x; is a k x 1 vector of variables that the agent expects to be related

to inflation, 8, denotes a k x 1 vector of (potentially) time-varying parameters and &; N (0,0?)
is a disturbance term. The aspect of learning is added to the model through the development of
the vector 8, which we allow to evolve either according to a recursive LS or an SG algorithm.
Both learning algorithms can be derived under certain parameter restrictions as special cases of
the Kalman filter. To do so, we follow Berardi and Galimberti (2013), who establish an exact
correspondence between both learning algorithms and the Kalman filter, and begin from a state
space representation of the learning exercise. In this context, Equation (1) is the observation
equation and the state equation can be depicted as

0; =01+ wy, (2)

with w, 24 N (0,2). The Kalman recursion corresponding to Equations (1) and (2) can be expressed
in the following way
0; = 0; 1 + K(m — 0 1), (3)

where 0; denotes the estimated coefficient parameter. K, the Kalman gain, and P;, the covariance
matrix of the estimated coefficients, are respectively defined as

K P qx;
f = ——"
$;Pt71mt + o2



and
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Berardi and Galimberti (2013) now show that setting

o2 = ’Yt—1(

1 _f)/t)a
Vi

while defining the parameter covariance matrix as

Qt: (1—0’?) <I— Pt_lwt:cg >Pt1
o} x; P 1@, + 0} ’

yields an equivalence to the LS learning algorithm which is characterized as

0: =0, 1 + R xi(m — )0, 1),

(4)
R = Ry + vz, — Ri_q),

where 7, is a gain parameter and R; is the matrix of second moments of the regressors x;. In
addition, they establish an exact correspondence between the Kalman filter and the SG algorithm

ét = ét—l + vy (T — 33;915—1), (5)

by imposing the following restrictions on the covariance of the measurement equation

2 —1 /
o=y — Xy

as well as on the covariance of the state equation

P _ /
Q-T- (I_luwtg> P, ..
z, P12t + 0}

A comparison between Equations (4) and (5) suggests that the LS and the SG algorithms are quite
similar as the second algorithm resembles the first one neglecting only the normalization by the
matrix of second moments. For a systematic discussion of the algorithms see Evans and Honkapo-
hja (2001) and Evans et al. (2010).

While LS learning has received a lot of attention in the literature on macroeconomic modeling
(see, e.g., Branch and Evans, 2006; Orphanides and Williams, 2005; Milani, 2007, 2008, 2011), only
few studies in the applied literature such as Pfajfar and Santoro (2010) or Berardi and Galimberti
(2014) consider the use of SG learning. Berardi and Galimberti (2014) argue that the superiority
of neither algorithm can be established a priori, yet that intuitively one would expect agents to
prefer the SG algorithm as it is computationally much less demanding than the LS one. Beyond
that, the LS algorithm may be just better known among researchers because it convergences under
certain conditions to a well-known OLS estimator.

To further specify the model, we need to impose assumptions on the form of the gain parameter
v¢. As shown in Equations (4) and (5), the gain reflects the weight that an agent puts on the most
recent forecast error. In the applied learning literature it has usually been defined to take one of
two forms. The first specification commonly employed is the one of a time-decreasing gain such
that 4, = t~'. Adapted to our context this means that households weigh each forecast error equally
but that the value attached to each error declines over time. For the LS algorithm this implies that



as t — 00, the system converges to an OLS estimator. A popular alternative to the decreasing gain
is to assume that the parameter remains constant over time and does not depend on the sample
length so that v = «,Vt. In this context, past observations receive geometrically decaying weights,
that is, observations which are further back in time are weighted less than more recent ones.® Since
this specification is more robust to account for structural changes which are likely to occur given
that our sample period covers the creation of the EMU as well as the financial and sovereign debt
crises, we solely focus on a constant gain specification for 7 in the remainder of this study.

4 Estimation of the time-varying parameters

4.1 Estimation of the gain parameter

To determine the time-varying parameter vector 6, for the LS and the SG learning algorithms
outlined in Equations (4) and (5) respectively, we have to estimate the gain parameter v. We sim-
ulate” different laws of motion which will be specified in Section 5. We then evaluate the simulated
forecasts 7,119, against the true observable forecasts conducted by the representative household
WEFFl?I . by computing the associated mean squared error (MSE). The selected gain parameter is then
the one that yields the smallest MSE over the sample period considered. Thus, it is the solution

to the following minimization problem

T
.1 .
AHE = arg mln{T Z(m - WﬁtFu)z}, (6)

76[071] t=1

where v is the optimal gain parameter to replicate the household forecast and t = 1,2, ..., T is
the time period considered, that is, the time period after the initialization of the parameters. In
choosing the gain and thereby also the optimal model over the entire sample of observations, we
follow Pfajfar and Santoro (2010) and Orphanides and Williams (2005).8 In a second step however,
we will check the robustness of our optimal gain parameters over time by computing the optimal
vHFE parameters for a much shorter rolling window. While the first approach uses all available data
over the entire time period, the second one only makes use of data that is available to agents when
they form their expectations and therefore, as noted by Berardi and Galimberti (2012), it is more
in line with a “fair” out of sample forecast. We select the gain by means of a grid search procedure,
where we consider 10001 equally spaced grids between zero and one. By explicitly including zero
in the set of potential parameter values, we do not foreclose the option that learning does not take
place. Therefore, the gain selection is at the same time also a general check of whether or not
learning is an appropriate description of the households’ expectation formation process.

While the aim of this paper is to determine the algorithms which best replicate the expectation
formation of households in different European countries, we also conduct a second exercise intending
to identify which algorithms would have been most plausible in forecasting the national inflation
rates. Computing this benchmark allows us to check if households use optimal algorithms as well
as if they employ all relevant information when predicting future changes in the price level. We

SBerardi and Galimberti (2013) show that the way observation are discounted by the SG algorithm does not
solely depend on the gain parameter as in the LS case but also on ;. The finding corresponds with the result of
Evans et al. (2010) who point to the fact that the gain in SG learning is not scale invariant. This makes it harder to
draw clear inference on the weight assigned to past observations when SG learning is applied.

"We use the term “simulate” interchangeably with “replicate” or “compute”.

8 Alternative approaches pursuit in the literature often estimate the gain over a much shorter period of time,
whereas the remaining observations are used to engage in a forecasting exercise, see, e.g., Markiewicz and Pick (2014)
or Weber (2010).



conduct the gain selection for the forecasting models analogous to the one outlined in Equation (6)
with the exception that Wﬁt}il? is replaced by 7. Thus, the optimal gain parameter in this context,
74T is the one that delivers the lowest MSE between our simulated forecasts (7;) and the actual

inflation rate (m;) which is

T
Al = arg min{; Z(frt - 7Tt)2}- (7)
~€[0,1] t=1

The distinction between v and v allows to conceptually understand the different intentions
of the minimization exercise, that is, either finding the optimal v to replicate household forecast
or to replicate actual inflation. In the following however, we will introduce the algorithms and
just refer to the gain parameter as v. We will only use the superscripts if we intend to specifically
point to the difference between household forecasts and actual inflation. Note that we interpret the
gain parameter not as resulting from the agent’s conscious choice, but see it more as a primitive
parameter, which reflects the weight of the past error in the household’s memory process. For a
thorough discussion of the difference between the interpretation as choice or primitive parameter,
see Galimberti (2013). The latter exercise of fitting the algorithms to actual inflation therefore con-
stitutes a benchmark that allows to infer how close the gain parameter underlying the expectation
formation process is to the parameter that results as a choice from an optimization process when
forecasting inflation.

4.2 Initialization of the learning algorithms

To set up the learning algorithm in Equations (4) and (5), we have to find appropriate initial values
for g and in case of the LS algorithm also for the matrix of second moments Ry. Carceles-Poveda
and Giannitsarou (2007) discuss different initialization methods and their implication for various
learning algorithms, while Berardi and Galimberti (2012) provide a comprehensive overview of
different initialization methods used in the applied learning literature. In this paper, we follow
an approach referred to as “Diffuse-track” initialization by Berardi and Galimberti (2012). That
is, we start the algorithm by setting @ = 0 and R = I. We then allow the algorithm to update
the subsequent parameters which should, after a certain period of time, settle at values that are
consistent with the respective learning algorithm. The last observation of this initialization sequence
is then used as our 6 as well as Ry, while previous observations are discarded. Similar to Berardi
and Galimberti (2012) who use 75 periods, we set the length of the initialization period to 72
observations which corresponds to six years. By choosing this time window for the initialization,
we keep 17 years of data to determine the optimal gain parameter.

4.3 Information sets

We start our analysis by assuming that households employ simple forecasting models relying only
on information about the most recent change in the price level as a predictor for future inflation.
This is in line with the results presented by Pfajfar and Santoro (2010) for US consumers. Thus,
the information set of the representative household is @; = (1, m;—1)’, which implies that the house-
hold in period t has access to data on inflation only up to period ¢ — 1. In addition, the vector
is augmented by a constant term. Based on this information set, we introduce different laws of
motion as well as different updating algorithms to determine first of all the learning schemes that
best track the expectation formation processes of the consumers in different countries and second
the optimal forecasting algorithms for the national inflation rates.

In the next step, we relax the assumption of homogeneous information sets across countries
and allow the representative household to choose from a wider range of information sets, which



also allows us to check the robustness of previous findings. In our selection of additional variables
we follow Weber (2010). Alternative to the first information set specified above, we consider a
set of regressors which in addition to the inflation rate and the constant term also includes the
annual growth rate of industrial production y;_1, yielding x; = (1,m—1,1%:—1)". While we would
prefer to use GDP as a measure for economic activity, those figures are not available at a monthly
frequency and we therefore use industrial production as a proxy. Since real-time data of industrial
production can’t be accessed for the entire period of observation, we employ revised data.” We
furthermore consider the option that households employ the annual change in the nominal short-
term interest rate i;—1 instead of economic activity so that @y = (1,m_1,4;—1)". Finally, the fourth
set of regressors consists of the industrial production growth rate, the annual change in the interest
rate as well as the inflation variable, so that @; = (1, 7—1,yt—1,4:—1)’. All variables are taken from
the OECD data base and growth rates of industrial production are calculated from the industrial
production index.

4.4 Comparison between LS and SG algorithms

To evaluate whether the LS or the SG learning algorithm depicts a better description of the house-
holds’ expectation formation process as well as which of the two algorithms delivers a more accurate
forecast of the national CPIs, we consider two statistics. Primarily, we focus on the lowest MSE
as our main indicator. In addition however, we also evaluate the predictive accuracy according to
the Diebold and Mariano (2002) test statistic incorporating the small sample correction suggested
by Harvey et al. (1997). In the following, we will refer to the latter statistic as “modified Diebold-
Mariano test” (DM). The calculation of the test statistic is based on the differential d;, which is
defined as the difference between the squared errors of the forecasts based on the LS algorithm,
(eF%)? and the SG algorithm (e7%)?, so that

dy = (eF5)? — (e59)2

The forecast errors are computed as the difference between the constructed series and i) the survey
data or ii) the actual inflation rate, depending on the purpose of the exercise.

5 Different learning mechanisms

To identify the empirical relevance of adaptive learning for households in different European coun-
tries, we test several alternative learning rules as proposed in Pfajfar and Santoro (2010). For each
type of learning rule, we present a simple conceptual model illustrating the main sequence of events
in Figure B.3 in the Appendix. We start by considering two alternative reduced form specifications
for inflation which differ in their degree of backward-lookingness. Then, in the next step, we allow
the updating process to be conducted based on variables other than the actual inflation rate, while
we keep the economic law of motion constant. Even though this degree of freedom withholds the
possibility of deriving the learning algorithms as nested models of the Kalman filter, it allows to
incorporate assumptions that have been established in other models on the formation of inflation
expectations. Having determined the optimal learning rule for each country, we test whether the
choice of the optimal algorithm on the national level is robust to the inclusion of additional ex-
planatory variables. Besides serving as a robustness check, this also allows us to draw conclusions
on whether households use rather simple information sets in their forecasting exercise or if the
forecasts are based on a larger set of variables. Finally, we evaluate based on all possible combi-
nations of learning rules and information sets, whether LS or SG learning statistically outperforms

9Weber (2010) also considers revised instead of real-time data to test the validity of adaptive learning models in
replicating inflation forecasts.
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its counterpart in modeling survey inflation expectations as well as in forecasting future changes in
the price level.

5.1 How do households perceive inflation to evolve?

The literature so far has mostly considered learning algorithms which are based on a specification
suggesting that agents perceive inflation in period ¢ + 1 to depend on variables available in period
t. Thus, agents update their beliefs and use their updated beliefs to conduct (several) one period
ahead forecasts. In this section, we extend the set of potential laws of motion by incorporating
an alternative which is more backward-looking than the ones usually employed in the literature.
Notably, for all algorithms that we discuss, agents form their forecasts for the upcoming 12 months
based on information (data as well as parameter estimates) from the previous period.

5.1.1 Learning based on current forecast errors

In this section, we pursue the idea that households consider inflation to evolve according to a simple
AR(1) process so that the economic law of motion can be expressed as

Tt = il}ggt + &4, (8)

which is equivalent to Equation (1). This reduced form expression for inflation is in line with the
ones usually employed in the applied learning literature, see Branch and Evans (2006) or Berardi
and Galimberti (2014). The associated algorithms are for SG learning

ét = étfl + 7:1:,5(77,5 - .’L'éétfl) (9)
and for LS learning

ét = ét_l + ’th_lmt(m - {Béét_l), (10)

Ri = Ry 1 +y(zwy — Ry—1).
The sequence of events implied by this learning rule is the following: At the beginning of the period,
the household has expectations about the current rate of inflation in mind that have been formed in
the previous period. It is then asked to provide its inflation forecast for the upcoming year. As the
current rate of inflation has not been observed yet, it uses the information employed in calculating
the forecast for period ¢ to engage in 12 one-step ahead forecasts (since the data is at a monthly
frequency). This yields the following conditional forecast for the univariate case

HF 5
Tt = 4’32+10t717
(11)
HF A
Tep120t = Ty 19011,
with @y = (1,#3}11), Tyio = (1’7TEFF1\t)""’ Tii10 = (l,ﬂanlt). In a multivariate setting, the
algorithm turns itself into a VAR process, where forecasts of all variables included in the set of
regressors evolve as outlined in Equation (11). After that, households observe the current inflation
rate m which they use to update the coefficient estimate 8; and, based on that, form expectations
for the next period t + 1. The corresponding conceptual model is presented in the upper section of
Figure B.3 in the Appendix.
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5.1.2 Learning based on previous forecast errors

Next, we assume that the representative household is more backward-looking than commonly hy-
pothesized. We define the economic law of motion that the agent considers to be

Ty = m1,5_129#13 + &, (12)

which yields the following SG learning algorithm

~

0, =01 +yzi_12(m — T)_190,-13), (13)
while the LS learning in this case is defined as

0y =0, 1+ YR '@y _15(my — )10 13),

(14)
Ry = R 1+ y(w12m;_15 — R 1).

The economic law of motion outlined in Equation (12) suggests that the household assumes inflation
to respond with a lag of more than one year to different macroeconomic variables which makes
the learning rule particularly backward-looking. The sequence of events implied by the learning
algorithms therefore is slightly different from the one based on current forecast errors. At the
beginning of each period ¢, the household has a forecast for the current inflation rate in mind which
it conducted one year ago. In addition, it knows the data up to ¢ —1 as well as the previous period’s
coefficient estimate. Before current macroeconomic variables are released, the household is then
asked to provide its (conditional) forecast for inflation in ¢ + 12 which is WE,FF12| ;= x/0,_,. After
having forecast future inflation, the household observes the current change in the price level which
it employs to update the coefficient estimate of ; either based on the LS or the SG algorithm.
The updated parameter estimate is then used in the following period to compute a new inflation
forecast for the upcoming year ﬂgﬂg‘ ¢+1- The corresponding conceptual model depicting the idea of
learning based on previous errors is outlined in the middle section of Figure B.3 in the Appendix.

5.1.3 Estimation results for learning based on different laws of motion

Table 5.1 displays the optimal gain parameters v together with the MSEs for household fore-
casts in the left panel and v for CPI inflation in the right panel. SG and LS learning based on
current forecast errors are indicated by CE while algorithms based on previous forecast errors are
indicated by PE. By comparing the ability of the LS and SG learning algorithm to track house-
hold forecasts, one can infer from the left panel of the table that LS learning outperforms its SG
counterpart in four out of six cases. This suggests that when households are assumed to update
their forecasts to the actual inflation variable, their learning is better described by an LS algorithm.
The effect however turns out to be statistically significant only for the Netherlands. In addition,
we find the optimal gain to be greater than zero for every single country. This result supports
the assumption that learning is an adequate description of the households’ inflation expectation
formation processes throughout the euro area.

The gain parameters for the optimal learning rules of households vary between 0.0007 in the
case of Italy and 0.0134 for Germany. This implies that an average Italian consumer attaches a
relatively low weight to the most recent forecast error and thus also includes a longer history of
observations into its forecasts. A representative German household on the other hand downweights
previous observations more rapidly, which makes it more responsive to structural changes in its
environment. More specifically, the gain parameters suggest that German consumers weigh a ten
year old observation only by 0.2 (= (1 — 0.0134)'912) while in Italy, the observation still receives
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Table 5.1: Estimates for learning based on current and previous errors

The table reports optimal gain parameters together with the associated MSEs in parentheses for SG and LS learning.
Optimal gains to replicate household forecasts are displayed in the left panel, while the right panel depicts optimal
gains with respect to actual inflation. Gain parameters and MSEs are shown for each learning algorithm assuming
learning is based on current forecasts errors (CE) or alternatively on previous forecast errors (PE). For each country,
the combination of gain parameter and forecasting algorithm that yields the lowest MSE is highlighted. * indicates
the algorithm that is more accurate than its counterpart (either LS or SG) according to the modified Diebold-Mariano
two-sided test at the 20% significance level.

Household forecasts CPI inflation
SG-CE LS-CE SG-PE LS-PE SG-CE LS-CE SG-PE LS-PE
Belgium 0.0031 0.0098 0.0012 0.0021 0.0029 0.0075 0.0011  0.0156%*
(0.3408) (0.3568) (0.4130) (0.3840) (2.1211) (1.9514) (3.0129) (2.2355)
France 0.0038 0.0127 0.0018 0.0035 0.0040 0.0094 0.0016  0.0144*
(0.4094) (0.4539) (0.4136) (0.4086) (0.7002) (0.6791) (1.0645) (0.9272)
Germany 0.0170 0.0134 0.0067 0.0104 0.0024 0.0073 0.0013  0.0176%*
(0.4229) (0.3935) (0.4166) (0.4183) (0.5595)  (0.5574) (0.9096) (0.6946)
Ttaly 0.0011 0.0045 0.0004 0.0007 0.0013 0.0057 0.0005  0.0009%*
(0.4483) (0.4514) (0.3172) (0.3137) (0.7932) (0.7255) (1.2482) (1.2175)
Netherlands  0.0087 0.0197 0.0018  0.0034* 0.0073 0.0161 0.0022 0.0116
(0.3906) (0.3201) (0.3587) (0.3145) (0.7948) (0.8036) (0.9786) (0.8354)
Spain 0.0013 0.0081 0.0018 0.0010 0.0013 0.0065 0.0005 0.0155

(1.1286) (1.1973) (0.9498) (1.1043)  (2.1940) (1.9421) (2.7557) (2.4294)

a pretty high weight of 0.9 (= (1 — 0.0007)%*!2) in the household’s memory process. Comparing
the range of v parameters presented in the table to the outcomes reported in other studies, in
particular to the ones of Weber (2010) who also considered European countries, we find that they
are quite similar. Her optimal gains range between 0.0002 and 0.0530, however they are estimated
solely based on an LS algorithm in combination with a slightly different learning rule for the time
period from 1990 until mid 1998. Distinctively however, our results do not support the conclusion
that households in southern European countries, who experienced on average higher levels of infla-
tion, use higher constant gains than northern European consumers.'®

The right panel of Table 5.1 provides information on the optimal constant gains in the forecasting
exercise of the actual inflation rate. Analogous to the previous case, the LS algorithm turns out to
be superior to SG learning. The finding however is significant only for the algorithm incorporating
previous errors for four out of six countries. Furthermore, the range of optimal parameters obtained
for predicting actual inflation is smaller than the one reported for tracking the survey data as the
parameters lie in between 0.0057 and 0.0094. In addition, one can see that the optimal algorithm
for the household forecast corresponds only for Germany with the one for actual inflation. The high
MSEs furthermore suggest that adaptive learning, at least based on the algorithms and information
sets considered so far, represents a better description for household learning than for the evolution
of inflation.

5.2 Which information do households update their forecasts to?

Having discussed learning based on different reduced form specifications for inflation, this section
proceeds to introduce more flexibility in the updating process of each learning algorithm. Follow-

1%Since the gains for SG learning are sensitive to data scale, we draw this conclusion focusing solely on gains
obtained from LS learning.
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ing Pfajfar and Santoro (2010), we relax the assumption that the household necessarily updates
its forecast to the variable that it intends to predict. This allows us to incorporate assumptions
that have been established in other models on the formation of inflation expectations, such as in
Carroll (2003). An alternative interpretation of the fact that households may use other information
than actual inflation to update their forecasts to, is that they do not have the same concept of
“inflation” in mind as for example economists might have when asked to provide their projections.
That is, they may not forecast the change in the overall price level but some other variable that
they define as inflation, such as price changes of frequently bought items. This then implies that
households also update their forecasts to their perceived concept of inflation.!!

While we introduce flexibility in the updating process, we will, in contrast to the previous
sections, keep the underlying economic law of motion for the inflation rate constant. In particular,
we employ the concept of learning based on previous errors as outlined in Equation (12) because
this law of motion provides the lowest MSEs for four out of six countries. However, it is also
necessary to allow for this time lag in the reduced form, particularly when we intend to incorporate
the idea of the epidemiological model. The sequence of events for all three following updating rules
is similar and conceptually represented by the model presented in the lower section of Figure B.3
in the Appendix.

5.2.1 Learning based on professional forecasts

In this section, we introduce a learning mechanism that combines the assumption of adaptive
learning with sticky information as suggested by Pfajfar and Santoro (2010). The SG algorithm in
this context takes the following form

0, =0, 1+ th(ﬂamt - miétfl), (15)
while LS learning is characterized by

ét = ét_]_ + ’th_lmt(ﬂf—‘y—lQ‘t — wéét_]_),

(16)
R, = Ry 1 +vy(zx, — Ri_1),

where Wf+12| , 1s the professional inflation forecast made in period ¢ for period ¢ + 12. This type of
updating corresponds with the idea reflected in the epidemiological approach brought forward by
Carroll (2003). The approach is based on the assumption that households receive new information in
the form of professional forecasts from various sources such as newspapers and TV. This information
slowly disseminates among households, who then update their forecasts according to the experts’
outlook. Equations (15) and (16) imply exactly this idea, namely that the household updates the
coefficient parameter based on the forecast error between its previous period’s forecast and the
experts’ outlook on future price developments, which is subsequently used to form the conditional
forecast my 419, = xéét_l. As a measure for professional forecasts, we use monthly figures of inflation
expectations published by Consensus Economics. These are provided for all countries of interest
with a forecast horizon directed to the end of the current as well as the end of the following year.
To transform them into forecasts with a constant one year horizon, we follow the methodology
outlined in Siklos (2013) which provides us with weighted averages of the released forecasts. Even
though it seems unlikely that the expectation figures are communicated to the public in this specific
form, it is reasonable to assume that they capture the overall notion of different outlooks that are
reported in the news coming from various forecasting institutions.

HEollowing this interpretation implies that households are indifferent about the forecast horizon, that is one or
12 periods ahead, when they do their one step prediction.
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5.2.2 Learning based on future information about inflation

In line with the previous assumption that households are more forward-looking in their updating
process than commonly presumed, we now test the empirical validity of the idea that households
possess information about future inflation that is better than the one obtained from professional
forecasters. This information, as it is hard to exactly measure, is proxied by the actual future in-
flation rate 7412, that is, by the rate which the household intends to forecast. Pfajfar and Santoro
(2010) argue that the well documented phenomenon of “herding” among professional forecasters
(see, e.g., Bewley and Fiebig, 2002 or Pons-Novell, 2003) may create a situation where the fore-
casters’ outlook does not really reflect the true information content that can be extracted from the
macroeconomic variables but rather the professionals’ notion not to deviate from their peers. Thus,
households may potentially receive some other more precise information, in this case approximated
by w112, which they use to update their forecasts to.

To picture the situation of learning based on future information about inflation, we consider
the following forward-looking SG learning algorithm

0;: =6, 1+ Yo (Tiy12 — wéét—lﬁ (17)
while LS learning is represented as

6: =0, 1+ WR;liEt(ﬂtHz - mQéH),

18
R, = R, +(wpx; — Ry_q). (18)

The conditional forecasts associated with both learning algorithms are the same as the one outlined
in Section 5.2.1.

5.2.3 Learning based on energy prices

The final algorithm we introduce constitutes an alternative to the flexible updating mechanisms
suggested by Pfajfar and Santoro (2010). It is based on the idea that households, when asked to
report their inflation forecasts, do not entirely think of the economic definition of inflation, but
rather look at the price changes of products that they are mostly confronted with, such as energy
prices. This may be due to the fact that changes in those prices are more obvious to consumers and
therefore also easier for them to access. In fact, Lynch and Trehan (2013) point out that household
inflation expectations in the US, UK, and Japan appear to be highly sensitive to changes in the
level of the oil price. Bruine de Bruin et al. (2010) furthermore provide evidence that consumers,
when asked about expected changes of “prices in general”, often think about prices for food and
gasoline. In the following, we test the empirical validity of this assumption, using the energy price
component of the national CPIs to represent frequently purchased items.'? In doing so we assume
that households, after having conducted their inflation forecast, receive information on current en-
ergy prices which they perceive as a good indicator for future inflation and therefore incorporate
this information in their own forecasts.!?

Based on the same law of motion as in Sections 5.2.1 and 5.2.2, the learning algorithms are

6, =6,_1+ ’)’iBt(WiE - wgét—l)a (19)

12We also regard food items as an important CPI component for households. As those time series however are not
available for Belgium and Spain over the entire sample period, we refrain from reporting the results.

13We furthermore test whether using frequently purchased items as explanatory variable improves the fit of the
learning models. This however is not the case.
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in case of SG learning and

0, =0, 1+ WRt_l%(?T,{E — mt/ét—l),

20
R =R; 1+ 7(3316302 —Ri 1), (20)

for LS learning. Since energy prices are quite volatile, we define 7" as the six-months moving

average of the monthly growth rates of the CPI’s energy price component.'* Conditional forecasts
again are formed in the same way as outlined in Section 5.2.1. This particular updating and
forecasting mechanism corresponds with the one used by Weber (2010) under the assumption that
households have a law of motion in mind equivalent to Equation (8) with the dependent variable
being f.

5.2.4 Estimation results for learning based on different updating schemes

Table 5.2 extends those findings presented in Section 5.1.3 on different laws of motion by evidence
obtained for various updating schemes. The upper panel shows the optimal gain parameters and
MSE:s for tracking observed household forecasts, while results presented in the lower panel are based
on the true inflation rate. Beyond the definitions introduced in Table 5.1, we indicate updating
with respect to professional forecasts by PF, with respect to future information proxied by the
actual future inflation rate by FI, and finally with respect to energy prices by EN.

Focusing first on the upper panel, we find that the choice of the optimal updating scheme turns
out to be very dependent on the country. That is, there is no single algorithm which resembles
the expectation formation process best throughout the euro area. While Italian households seem
to possess information on future price changes that is best proxied by the actual future rate itself,
Dutch and German consumers update their beliefs to news on inflation that they receive from
professional forecasters. Only French consumers appear to focus on price changes of frequently
purchased items in the form of energy prices. The latter finding is rather surprising given the fact,
that households quite often report that this corresponds with their definition of inflation. However,
this may be a particular characteristic of US households and different for consumers of the euro area.

The optimal gain parameters range between 0.0018 for Spain up to 0.0654 for the Netherlands,
both for SG learning. Here again, no clear distinction can be made between northern and southern
Furopean countries in terms of the height of the gain parameters. The lowest MSEs are found in
four out of six cases for SG based learning mechanisms, which seems plausible as the algorithm is
computationally simpler and thus more appealing to associate it with household learning. However,
we do not obtain any statistical evidence that SG algorithms outperform LS based one, in fact we
rather find the opposite.

To asses which algorithm tracks the evolution of the actual inflation rates best, we turn to the
results presented in the lower panel of Table 5.2. Before we proceed with the interpretation of the
results, note that proxying better information by future inflation is appealing if one aims to infer
whether households in fact possess knowledge that is superior to the one of forecasters. However,
when judging which algorithm is best to forecast actual inflation, it might be misleading to consider
this updating mechanism as it has to yield the lowest MSE by definition. Therefore, we allow two
types of algorithms to be considered optimal: First, we identify the FI algorithm that yields the
lowest MSE, that is either LS or SG. Second, we select the algorithm which turns out to perform

1We also tried the annual change or different moving average horizons but found this to provide the lowest MSE
on average.
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Table 5.2: Estimates based on all learning rules

The table reports optimal gain parameters together with the associated MSEs in parentheses for SG and LS learning.
Gain parameters and MSEs are depicted for each learning algorithm assuming that households consider an economic
law of motion based on current errors (CE) or based on previous errors (PE) as well as that they update their
forecasts to professional forecasts (PF), to future inflation (FI) as well as energy prices (EN). For each country, the
combination of gain parameter and forecasting algorithm that yields the lowest MSE is highlighted. * indicates the
algorithm that is more accurate than its counterpart (either LS or SG) according to the modified Diebold-Mariano
two-sided test at the 20% significance level.

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN
Household forecast
Belgium 0.0031 0.0098 0.0012 0.0021* 0.0443 0.0023 0.0017 0.0036 0.0003 0.0004
(0.3408) (0.3568) (0.4130) (0.3840) (0.6237) (0.3778) (0.3474) (0.3434) (0.7410) (0.6692)
France 0.0038 0.0127 0.0018 0.0035 0.0018 0.0035 0.0026 0.0063 0.0008  0.0012*
(0.4094)  (0.4539) (0.4136) (0.4086)  (0.3978) (0.4130) (0.3839) (0.3762) (0.3671) (0.3211)
Germany 0.0170 0.0134* 0.0067 0.0104 0.0823 0.0305 0.0030 0.0071 0.0020 0.0066*
(0.4229) (0.3935) (0.4166) (0.4183) (0.3928) (0.3665) (0.4839) (0.4433) (0.9014) (0.7936)
Ttaly 0.0011 0.0045 0.0004 0.0007 0.0005 0.0010 0.0063 0.0013 0.0003  0.0004*
(0.4483) (0.4514) (0.3173) (0.3137)  (0.3042) (0.3042) (0.2891) (0.3018) (0.4147) (0.3611)
Netherlands  0.0087  0.0197*  0.0018  0.0034* 0.0654 0.0049 0.0025 0.0060 0.0005  0.0008*
(0.3906) (0.3201) (0.3587) (0.3145) (0.2629) (0.3011) (0.3251) (0.3001) (0.8876) (0.7449)
Spain 0.0013 0.0081 0.0018 0.0010 0.0006 0.0018 0.0009 0.0028 0.0004 0.0009
(1.1286) (1.1973) (0.9498) (1.1043)  (1.1112) (1.1362) (0.9916) (1.0739) (1.2719) (1.2014)
SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN
CPI inflation
Belgium 0.0029 0.0075 0.0011 0.0156* 0.0543 0.0300* 0.0630 0.4252 0.0002 0.0003
(2.1211) (1.9514) (3.0129) (2.2355)  (2.2105) (1.9325) (0.6526) (0.2801) (3.7727) (3.6849)
France 0.0040 0.0094 0.0016  0.0144* 0.1513  0.2795*  0.1501  0.3916*  0.0005 0.0008
(0.7002) (0.6791) (1.0645) (0.9272)  (0.8951) (0.8755) (0.1646) (0.0911) (1.4917) (1.4043)
Germany 0.0024 0.0073 0.0013 0.0176* 0.0796 0.1847 0.0759 0.4880 0.0018 0.0047
(0.5595)  (0.5574) (0.9096) (0.6946) (0.6751) (0.6910) (0.1730) (0.1348) (1.2481) (1.1918)
Ttaly 0.0013 0.0057 0.0005  0.0009* 0.0525 0.3313 0.0665 0.5006 0.0003  0.0005*
(0.7932) (0.7255) (1.2482) (1.2175)  (1.0366) (1.0153) (0.1277) (0.0592) (1.4285) (1.3217)
Netherlands  0.0073 0.0161 0.0022 0.0116 0.0968 0.2843 0.1031 0.3605 0.0005 0.0009
(0.7948) (0.8036) (0.9786) (0.8354) (0.7118) (0.7016) (0.1588) (0.1286) (1.6747) (1.4779)
Spain 0.0013 0.0065 0.0005 0.0155 0.0520 0.0560 0.0540 0.4757* 0.0004 0.0009*

(2.1940) (1.9421) (2.7557) (2.4294)  (2.0093) (1.9669) (0.3294) (0.1722) (3.0762) (2.7723)

best neglecting the ones that update to the actual inflation rate.

Results presented in Table 5.2 are quite clear in that they highlight the superiority of LS learning
in forecasting future inflation regardless of the updating scheme employed. Abstracting from FI
based learning, we see that the LS algorithm in association with current forecast errors provides the
lowest MSE for France, Germany, Italy, and Spain, while inflation in Belgium and the Netherlands
is better forecast when professional predictions on the inflation rate are incorporated. In addition,
the optimal gains for algorithms that update to future information in the form of professional
forecasts or the actual future inflation rate are a lot higher than those that do not incorporate
future information. As they, on average, display lower MSEs than the other algorithms, this
implies that the optimal weights put on most recent observations are rather low (which is the case
for a high v) and thus relatively short periods of observations should be included when forecasting
changes in the actual price level.
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5.3 Which information is relevant for households when forecasting inflation?

Based on the assumption that past inflation is the only explanatory variable, our findings so far
suggest that the learning algorithms considered by European households are quite heterogeneous,
while no clear support could be found for either SG or LS learning. Even though the idea that
households use simple univariate models to forecast inflation seems appealing given the associated
costs of collecting data, we next pursue the question whether models that incorporate additional
explanatory variables deliver a more accurate description of household inflation expectations. To
do so, we re-estimate previous algorithms for each country, this time however based on a wider
range of information sets as outlined in Section 4.3. More specifically, we augment the vector of
explanatory variables consisting of actual CPI inflation and a constant (set 1) by the annual growth
in industrial production (set 2) or instead by the annual change in the short-term interest rate (set
3) or, alternatively, by both, industrial production growth as well as interest rate changes (set
4). We then test which one of those four information sets performs best in replicating household
forecasts. This exercise also represents a robustness check of whether the chosen model for each
country remains optimal when additional information is included. The results are summarized
in the left panels of Table 5.3. The table displays the optimal gain for each country together
with the respective learning algorithm, information set, and MSE. More detailed results providing
information on all algorithms and information sets are presented in Tables A.1-A.6 in the Appendix.

A comparison of the findings shown in Table 5.3 and 5.2 reveals that the previously selected
algorithms remain the best choice for all countries but the Netherlands. From the type of updating
that turns out to be optimal, we can infer that in four out of six countries, consumers incorporate
some sort of forward-looking information in their expectation formation process. Moreover, we see
that French, German, Italian, and Spanish households appear to conduct their forecasts based on
simple univariate models consisting only of the past inflation rate. Including an additional interest
rate term however improves the resemblance of our simulated series with the forecasts conducted by
Belgium and Dutch households. The magnitude of the v parameter estimates shown in Table 5.3
furthermore suggests that French consumers assign the lowest weight to the previous forecast error,
while German households are most responsive to new incoming data. To avoid that this result is
driven by data sensitivity of the gain parameter for SG learning, we compute the average optimal
vHE over all LS based algorithms for each country. The result is presented in the right column of
Table 5.3. We still observe the highest gain parameter for Germany, while the lowest average LS
based gain is found for Italy. Again, this result somewhat contradicts the evidence provided by
Weber (2010).

Table 5.3: Summary of the optimal gain, model, and information set for each country

Column 2 - 5 of the table report the optimal gain parameters to track inflation expectations together with the
associated MSEs, learning algorithms and information sets between 1991 and 2013 for different euro area countries.
The sixth column displays the average optimal gain parameters calculated over all optimal LS based gains.

~HE MSE  Learning algorithm Information set @ opt. ¥1F (LS)
Belgium 0.0030 0.2828 SG-CE o = (1, m—1,0t-1) 0.0035
France 0.0012 0.3211 LS-EN x = (1,m1) 0.0055
Germany  0.0305 0.3665 LS-PF xr = (1,m_1) 0.0125
Ttaly 0.0063 0.2891 SG-FI x = (1, m—1) 0.0016
Netherlands 0.0062 0.2406 LS-FI oy = (1, m—1,0i-1) 0.0135
Spain 0.0018 0.9498 SG-PE x = (1, m—1) 0.0029
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Turning to the individual results on the country level presented in Tables A.1 - A.6, we see
that Dutch consumers are the only ones to employ the algorithm which in fact also yields the
best prediction of the actual inflation rate. The finding corresponds with our initial observation
derived from Table 2.1 that Dutch households are most successful in forecasting inflation compared
to consumers in other countries. In addition, we can infer from the MSEs that adaptive learning
describes the expectation formation of Dutch consumers best, while it is least suited to track the
forecasts of Spanish households.

Results reported in the lower panel of the individual country tables suggest that with respect
to the true forecasting exercise, adaptive learning techniques perform best for Germany and again
worst for Spain. Inference here is drawn neglecting the updating mechanisms that incorporate the
actual future inflation rates because this (precise) information, as outlined above, is not available at
the time of the forecast. By comparing the magnitude of the optimal gain parameters for tracking
household expectations with the ones obtained from the actual inflation forecast, we do not find
that the latter are systematically higher, a result which has been brought forward by Weber (2010).
It turns out that this only holds when we focus on learning based on future information of inflation
and partially also for learning based on professional forecasts. Overall, our results suggest that the
tracking ability of our learning algorithms for household expectations are much better than their
forecasting performance.

Figure 5.1 displays individually for each country the simulated household forecasts based on
the optimal model, gain, and information set together with the survey expectations and the actual
inflation rates. Due to the fact that we need six years for the initialization of the algorithms, the
time series are plotted from the beginning of 1997 onward. The graph underlines the good tracking
ability of the algorithm for consumer inflation expectations in the Netherlands and its comparably
poor fit for Spanish expectations. In addition, the graphical depiction suggests that there is no
necessary connection between the height of the gain parameter as displayed in Table 5.3 and the
level or volatility of the actual inflation rate. While the optimal v¥" is the highest for Germany,
which consequently renders the parameter update most responsive to new incoming data, we find
that the inflation level has been relatively low over the entire sample period. The opposite however
is found for Spain, where we observe a rather volatile and high inflation rate yet a comparably
low gain parameter. The same holds if we compare the highest gain parameter solely for LS based
algorithms, thus excluding potential biases arising from the sensitivity of the SG based gain to data
scale.

5.4 Which type of algorithm performs better?

To draw a systematic comparison between the performance of SG and LS learning in forecasting
inflation as well as in tracking the formation of household expectations, we summarize the com-
parative outcomes for each country over all algorithms and information sets available in Table 5.4
and furthermore report how often the finding has been statistically significant. While previous
results suggested that SG learning provides the optimal learning mechanism to describe Belgian,
Italian, and Spanish consumer forecasts for our sample of observations, evidence from a systematic
comparison of all learning algorithms clearly indicates that LS learning (statistically) outperforms
its SG counterpart. The result is even more pronounced for the actual forecasts of CPI inflation.
Here, we do not obtain any statistical support for the assumption that SG learning is superior to LS
based algorithms, while the opposite is found in 20% to 40% of all cases depending on the country.
In that, our results are more straightforward than evidence provided by Berardi and Galimberti
(2014) for the US. The authors conclude that the LS algorithm is superior to SG learning when

19



8.0 8.0
7.0 7.0
6.0+
5.0
4.09
€ €
j} @
© 3.09 =
7} <
a 8
2.0
1.0 < s i Ao,
0.04
—— SG-CE forecast from t-12 for t —— LS-EN forecast from t-12 for t
1.0 -~ Forecast from t-12 for t -1.04| -~ Forecast from t-12 for t
2.04 CPl inflation 20 CPl inflation
T T T T T T T T T T T T T T T T T T
1997 1999 2001 2003 2005 2007 2009 2011 2013 1997 1999 2001 2003 2005 2007 2009 2011 2013
(a) Belgium (b) France
8.0 8.0
7.0 7.0
6.0 6.0
5.04 5.04
4.0 4.0
5 5
e 3.0+ S 3.01
< 5]
o 8
2.0 2.0
1.0 1.09
0.09 0.0
—— LS_PF forecast from t-12 for t —— SG-Fl forecast from t-12 for t
-1.09] ——  Forecast from t-12 for t -1.09] — — Forecast from t-12 for t
2.04 CPl inflation 2,04 CPl inflation
T T T T T T T T T T T T T T T T T T
1997 1999 2001 2003 2005 2007 2009 2011 2013 1997 1999 2001 2003 2005 2007 2009 2011 2013
(c) Germany (d) Ttaly
8.0 8.0
7.0 7.0
6.0 6.0
5.0 5.0
4.0 4.0+
5 5
S 3.01 S 3.01
< <
a a
2.0 2.0
1.0 1.09
0.09 0.0
—— LS-Fl forecast from t-12 for t —— SG-PE forecast from t-12 for t
-1.09] ——  Forecast from t-12 for t -1.09] — —  Forecast from t-12 for t
204 CPl inflation 204 CPl inflation
T T T T T T T T T T T T T T T T T T
1997 1999 2001 2003 2005 2007 2009 2011 2013 1997 1999 2001 2003 2005 2007 2009 2011 2013
(e) Netherlands (f) Spain

Figure 5.1: Simulated household expectations based on optimal models and gain parameters

The figure displays the simulated household forecasts based on the optimal models and gain parameters (black solid
line) together with the actual household inflation expectations (blue dashed line) both depicted 12 months after the
forecasts together with CPI inflation (green dotted line).
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Table 5.4: Comparison between LS and SG based learning algorithms

The table reports how often LS learning outperforms SG learning (and vice versa) in tracking household forecasts as
well as in forecasting inflation for each country. In addition, the table reports how often the result has been found
with statistical significance based on the modified Diebold-Mariano (DM) two-sided test at the 20% level.

LS outperforms SG DM 20% level SG outperforms LS DM 20% level

Household forecasts

Belgium 80% 15% 20% 0%
France 75% 5% 25% 5%
Germany 85% 25% 15% 0%
Italy 50% 20% 50% 0%
Netherlands 90% 40% 10% 0%
Spain 60% 5% 40% 10%

LS outperforms SG DM 20% level SG outperforms LS DM 20% level

CPI inflation

Belgium 100% 30% 0% 0%
France 95% 35% 5% 0%
Germany 85% 30% 15% 0%
Ttaly 95% 25% 5% 0%
Netherlands 85% 20% 15% 0%
Spain 100% 40% 0% 0%

evaluated with respect to its resemblance to observations from the survey of professional forecasters
but not when intending to forecast actual inflation.'

6 Optimal gains and information sets over time

The simulated series in Figure 5.1 are based on the optimal gains which are estimated over the
entire observation period. While those gain parameters provide a good impression of the average
difference between countries, it forecloses the option that households change their information sets
or gain parameters when learning over time.'® However this particular property is highly relevant in
the context of our study. During major events such as crises or the introduction of a new currency,
consumers might become more aware of changes in their environment and thus put higher weight
on new data or start to consider different information sets in their forecasts. In this section, we
therefore intend to further explore this particular idea by allowing for changes in the gain parameter
and information set over the 22 years of observation. At the same time, the exercise also constitutes
a robustness check whether our optimal gains and therefore also the associated models are sensitive
to changes in the estimation period.

5When we evaluate forecast accuracy, we compare our results to the findings in Berardi and Galimberti (2014)
where the gain is taken as a consciously chosen parameter. When we test the resemblance to observable forecasts,
we compare our results to the ones in Berardi and Galimberti (2014) where the gain is interpreted as a primitive

parameter.
16 Galimberti (2013) points to the fact that when interpreting the gain as a primitive parameter, it is still possible

to allow for changes in its level over time.
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6.1 Time variation in the gain parameter

In contrast to our previous analysis, we estimate the gain parameter v over a rolling window of
60 months, which is equivalent to the number of periods chosen in Berardi and Galimberti (2014).
Given the fact that we need 72 months for the initialization, 145 periods of observations are left to
determine a potential time variation in v, from 12/2000 onward until 12/2012. In contrast to
previous expositions, survey expectations are now shown at the time of the forecast to facilitate their
interpretation. Figure 6.1 displays for each country individually the corresponding time-varying
gains (solid line for gains computed based on information set 1 and cross line for those computed
relying on information set 3) together with the associated 95% confidence bands (dashed line).”
Gains pictured in ¢ have been estimated from ¢ — 59 until ¢. For the purpose of comparison, we also
display the time-constant v computed over the entire observation period as shown in Table 5.3.
The optimal algorithms and information sets underlying the gain estimation in this exercise are
exactly the ones summarized in Section 5.3.

The variation in the scale of the gain parameter is rather low over the entire sample period in
particular for France (0.001 - 0.0031), Spain (0.0003 - 0.0049), and Belgium (0.0025 - 0.0077), while
the highest fluctuation can be observed in Germany (0.0049 - 0.1303). For German households,
we identify a remarkable increase in the gain parameter when v7F is estimated over the period
beginning with the establishment of the ECB up until right after the euro cash changeover. This
supports the idea that households were aware of the institutional changes and thus more alert to
new incoming data. In contrast, we observe a drop in the parameters for Spain and Italy when
the estimation period encompasses solely the time after the establishment of the ECB. However,
given the scale of the parameters, the drop is relatively low compared to the variation observed for
Germany.

Due to the scale sensitivity of v in the case of SG learning as emphasized by Evans et al. (2010)
and Berardi and Galimberti (2014), the graphical expositions in Figure 6.1 do not allow for a mean-
ingful comparison of the gain parameters among countries as they are computed for LS and SG
algorithms depending on the optimal type of algorithm of each euro area member state. To obtain
more insights into the time-varying updating behavior of households based on a data invariant pa-
rameter and to draw a comparison of our gains to the ones presented in Weber (2010), we redo the
exercise, this time however focusing on the time variation solely of the most optimal LS algorithms.
Therefore, we compute new series of gain parameters for the optimal LS based learning rules in
the case of Belgium, Italy, and Spain. These are the countries that originally displayed the lowest
MSEs for SG learning.'® The results are depicted in Figure B.1 in the Appendix. The graphical
exposition allows to benchmark our results to the ones presented in Weber (2010). She selects the
optimal gains associated with LS learning algorithms over the period beginning in 1990 until mid
1998, which corresponds most closely with the beginning of our series displayed in Figure B.1. A
comparison between the first parameters throughout our sample and the ones reported by Weber
(2010), reveals that our parameters exceed her estimates in the case of Germany and the Nether-
lands, while they are lower for Italy and Spain. Specifically, her gains are 0.0051 for France, 0.001
for Germany, 0.0024 for Italy, 0.001 for the Netherlands, and 0.053 for Spain, while our results are
0.001, 0.0142, 0.001, 0.0071, and 0.0003 for the same order of countries. The difference in outcome
between the two studies may be an indicator that the level of the gain is quite sensitive to the
initialization method and the underlying learning rule.

"We calculate the confidence bands using a sandwich estimate of the variance matrix for extremum estimators as
described in Cameron and Trivedi (2005).
8The optimal LS rules are LS-CE for Belgium, LS-PF for Italy, and LS-FI for Spain.
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Figure 6.1: Time-varying parameter estimation with constant information sets

The figure displays the time-varying gain parameters estimated individually for each country over a rolling window
of 60 subsequent periods based on information set 1 (red solid line) or information set 3 (brown cross line) together
with the 95% confidence bands (dashed line). The time-constant gain parameters used for calculations in Section 5
are displayed by the horizontal line for comparison. Parameters are shown at the date of the forecast.
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For Spain and Italy, we furthermore observe a relatively large variation in the gain parameter
when LS learning is considered. This finding additionally emphasizes the importance of the under-
lying sample period for the gain estimation. It also supports the assumption that households were
aware of the institutional changes through the creation of the common monetary union as already
identified for Germany. Moreover, a similarity between the learning behavior of Spanish and Ger-
man households becomes apparent. Consumers have downweighted observations more rapidly at
the beginning of the EMU as well as during the currency changeover which indicates that those
events have in fact influenced the learning behavior. In addition, we do not find any support for
the assumption that consumers have used higher gains during the recent financial turmoil.

6.2 Time variation in the gain parameter and the information set

Next, we investigate to what extend the optimal gain parameters depend on the underlying in-
formation set and if the information set considered by the consumer changes in times that are
characterized by pronounced variation in the economic environment. We conduct the gain selec-
tion in a similar manner as in Section 6.1, this time however we keep only the learning algorithm
constant. That is, we select the combination of gain parameter and information set that most
closely replicates the household’s inflation forecast at time t. Here again, we consider a rolling
window of 60 periods and keep more than 12 years to investigate potential changes in v, Results
of this exercise are shown individually for each country in Figure 6.2 involving both, LS and SG
learning. We display the optimal gain which has been calculated based on information set 1 (1,
m—1) by a solid line, based on information set 2 (1, m_1, y:—1) by circles, based on information
set 3 (1, m—1, i¢—1) by a cross line, and finally, based on information set 4 (1, m_1, ¥4—1, it—1) by
triangles. Vertical lines indicate those periods when the optimal information set has changed.

For France, we can observe with one exception that the information set consisting of past infla-
tion remains optimal over the entire sample period. While we detect several changes in the optimal
information sets employed by German and Italian consumers, those changes do not seem to affect
the level of the gain parameter nor the uncertainty associated with its estimation. However, vari-
ations in the information sets are remarkable for Belgium, Spain, and the Netherlands and they
also have a considerable impact on the level of the gain parameters. Moreover, we do not find any
support for the assumption that measures for economic activity have been relevant for the inflation
forecast during the latest financial turmoil. Overall, we only obtain little evidence that economic
activity has had an effect on the formation of inflation expectations. Agents seem to favor rather
simple models based on past inflation and short-term interest rates.

To allow for a meaningful comparison, we also conduct this exercise considering only the optimal
LS based learning rules. Results are displayed in Figure B.2 in the Appendix. Again, we observe
more variation in the gain parameters over time compared to the case where we also consider
SG learning. This however does not seem to be due to the variation in the information sets but
rather to the shorter estimation periods as the results are quantitatively not very different from
the ones presented in Figure B.1 where we held the information set constant. Thus, considering
different time periods for the gain estimation seems to affect the level of the gain parameters in
some countries, while allowing for different information sets does not appear to be too much of a
concern.
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Figure 6.2: Time-varying parameter estimation with time-varying information sets

The figure displays the time-varying gain parameters estimated individually for each country over a rolling window
of 60 subsequent periods based on the time-varying optimal information set. Gains are calculated either based on
information set 1 (red solid line), or information set 2 (purple circle line), or information set 3 (brown cross line),
or information set 4 (orange triangle line) and are displayed together with the 95% confidence bands (dashed line).
Vertical lines indicate a change in the optimal information set. Parameters are shown at the date of the forecast.
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7 Concluding remarks

In this paper, we empirically assess the ability of several constant gain learning rules to replicate
household inflation expectations in six key countries of the euro area, that is, Belgium, France,
Germany, Italy, the Netherlands, and Spain. The question of how agents form their expectations is
particularly relevant for price stability oriented central banks such as the ECB. Obtaining a more
precise understanding of this process allows policymakers to better design policies geared towards
medium- to long-term price stability.

For all countries we present evidence that learning rules are a good description of the expec-
tation formation process. The learning algorithms we consider are modifications of those that are
traditionally used in the learning literature. They are either more backward-looking or, alterna-
tively, allow for different interpretations of the inflation term through the introduction of more
flexibility in the updating process. We identify a pronounced heterogeneity in the optimal learning
mechanisms on the country level throughout the euro area. In particular, we find evidence that
households in Germany, Italy and the Netherlands incorporate some type of forward-looking in-
formation in their expectations, either in the form of professional forecasts or some other variable
which is best approximated by the future inflation rate. This finding is in line with results pre-
sented by Doepke et al. (2008) and supports the epidemiological model brought forward by Carroll
(2003). The prominent role of future information therefore highlights the necessity of ensuring
that expectations of professional forecasters are well anchored as they feed in the expectation for-
mation process of private consumers. Households in other countries such as France rely more on
energy price information. This highlights the importance for central banks to also analyze and
closely monitor the development of price components beyond the ones contained in core inflation.
High energy price inflation can result in high inflation expectations and thereby affect core inflation.

A comparison of the optimal gain parameters on the national level does not reveal a systematic
difference between northern and southern European countries. Thus, our findings do not support
the evidence brought forward by Weber (2010) that consumers which have experienced high lev-
els of inflation use higher constant gains than households which have not experienced pronounced
increases in the price level. We also do not observe a systematic relationship between the magni-
tude of the gain parameters resulting from a forecasting exercise of the actual inflation rate and
the optimal gains for tracking the household survey data. However, our findings do highlight the
sensitivity of the gain parameters to the underlying estimation period, method, and learning rule
which complicates a meaningful comparison with other studies.

In addition, we conduct a systematic comparison between LS and SG based learning algorithms
with respect to their ability to replicate consumer forecasts and their ability to forecast future
inflation. This is particularly relevant for modeling inflation expectations by means of adaptive
learning which has become a popular way particularly in large macroeconomic models. Our evi-
dence suggests that the LS version, which is widely used in applied work, significantly outperforms
its SG counterpart. The finding applies to both, tracking the survey measures as well as forecasting
changes in the price level.

From those findings, several extensions emerge for future research. First of all, as more and more
quantitative survey data becomes available for households in different European countries (such as
the data employed in Easaw et al., 2013), it would be of great interest to fit the discussed algorithms
to those expectation series. This micro data would also allow to further explore the question to
which extend demographic differences account for heterogeneity in the learning mechanisms as
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proposed for example by Malmendier and Nagel (2015) or Pfajfar and Santoro (2008). Second, as
we find evidence that households in some countries possess information on future inflation beyond
the one coming from professional forecasters, it would be interesting to further explore the nature
of this information. Finally, allowing for switches in the underlying algorithms over time, would
enable the policymaker to gain more insights in the relationship between consumer learning and
changes in the economic environment.
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Appendix A Tables

Table A.1: Optimal gains and MSEs for Belgium

The table reports optimal gain parameters together with the associated MSEs in parentheses for SG and LS learning
in Belgium. The first four columns assume that learning is based on current forecasts errors (CE) or, alternatively, on
previous forecast errors (PE), and errors are updated to current inflation. The remaining columns provide results for
updating with respect to professional forecasts (PF), future inflation (FI), and energy prices (EN) whereas learning
takes place based on previous forecast errors. The combination of gain parameter and forecasting algorithm that
yields the lowest MSE is highlighted. * indicates the algorithm that is more accurate than its counterpart (either LS
or SG) according to the modified Diebold-Mariano two-sided test at the 20% significance level.

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

Household forecast

Set 1 0.0031 0.0098 0.0012 0.0021* 0.0443 0.0023 0.0017 0.0036 0.0003 0.0004
(0.3408)  (0.3568)  (0.4130) (0.3840) (0.6237)  (0.3778) (0.3474) (0.3434) (0.7410) (0.6692)

Set 2 0.0021 0.0081 0.0005 0.0020%* 0.0012 0.0020 0.0010 0.0034* 0.0001 0.0001
(0.5846)  (0.4873) (1.4181) (0.5909) (0.4765) (0.4523) (0.6011) (0.4454) (2.0802) (2.0735)

Set 3 0.0030 0.0089 0.0012 0.0021 0.0013 0.0025 0.0017 0.0032 0.0003 0.0004
(0.2828) (0.2839) (0.4290) (0.3880) (0.3661) (0.3664) (0.3638) (0.3768) (0.7689) (0.6976)

Set 4 0.0020 0.0082 0.0005 0.0020* 0.0012 0.0020 0.0010 0.0032* 0.0001 0.0001
(0.5733)  (0.3976) (1.4061) (0.5726) (0.4632) (0.4507) (0.6280) (0.4560) (2.0600) (2.0527)

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

CPI inflation

Set 1 0.0029 0.0075 0.0011 0.0156* 0.0543 0.0300* 0.0630 0.4252 0.0002 0.0003
(2.1211)  (1.9514) (3.0129) (2.2355) (2.2105) (1.9325)  (0.6526) (0.2801) (3.7727) (3.6849)

Set 2 0.0018 0.0075* 0.0003 0.0214 0.0118 0.0320* 0.0085 0.2501 0.0001 0.0001
(2.9203) (1.8843) (3.7527) (2.1027) (2.3121) (1.9704) (1.2151) (0.3894)  (3.9575)  (3.9218)

Set 3 0.0026 0.0063 0.0011 0.0146* 0.0372 0.0256* 0.0740 0.3480 0.0002 0.0003
(2.2712)  (2.1578) (3.0804) (2.1219) (2.2425) (1.9739) (0.4101) (0.2844) (3.8537) (3.7346)

Set 4 0.0017 0.0063 0.0003 0.0144 0.0117 0.0269* 0.0097 0.3629 0.0001 0.0001
(3.0072)  (2.0781) (3.8047) (2.3308) (2.3079) (2.0189) (0.9041) (0.4006) (3.9654) (3.9296)

Table A.2: Optimal gains and MSEs for France
The table reports optimal gain parameters together with the associated MSEs in parentheses for SG and LS learning
in France. For further explanations see notes in Table A.1.

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

Household forecast
Set 1 0.0038 0.0127 0.0018 0.0035 0.0018 0.0035 0.0026 0.0063 0.0008 0.0012*
(0.4094) (0.4539) (0.4136) (0.4086) (0.3978) (0.4130)  (0.3839)  (0.3762) (0.3671) (0.3211)
Set 2 0.0027 0.0086 0.0021 0.0033 0.0019 0.0036 0.0027 0.0069 0.0002 0.0006
(0.8137) (0.5313)  (0.7333)  (0.5426)  (0.4449)  (0.4314)  (0.4261)  (0.4111)  (2.1405)  (1.8724)
Set 3 0.0037 0.0098 0.0017 0.0033 0.0019* 0.0036 0.0026 0.0065 0.0007 0.0010
(0.4079)  (0.4747)  (0.4186)  (0.4166)  (0.4031)  (0.4250) (0.3681) (0.3581)  (0.4887)  (0.5213)
Set 4 0.0026 0.0085 0.0021 0.0030 0.0019 0.0037 0.0027 0.0072 0.0002 0.0005
(0.7663) (0.5345)  (0.7464)  (0.5795)  (0.4515)  (0.4426)  (0.4172)  (0.3916)  (2.1916)  (1.9573)

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

CPI inflation
Set 1 0.0040 0.0094 0.0016  0.0144* 0.1513 0.2795* 0.1501 0.3916* 0.0005 0.0008
(0.7002) (0.6791) (1.0645) (0.9272) (0.8951) (0.8755) (0.1646) (0.0911) (1.4917) (1.4043)
Set 2 0.0026 0.0080 0.0023 0.0121%* 0.0018 0.1660 0.0106 0.3027 0.0001 0.0002
(1.2024) (0.7463) (1.4100) (1.1156) (1.0089) (0.8547) (0.7007) (0.1184) (2.4682) (2.4262)
Set 3 0.0037 0.0084 0.0015 0.0028* 0.1046 0.1373 0.1090  0.3098* 0.0005 0.0007
(0.6990) (0.7073) (1.1000) (1.0491) (0.8938) (0.8876) (0.1881) (0.0907) (1.5991) (1.5743)
Set 4 0.0025 0.0079 0.0023 0.0029 0.0018 0.1511 0.0112 0.2884* 0.0001 0.0002
(1.1402) (0.7477) (1.4461) (1.2231) (0.9894) (0.8509) (0.6670) (0.1035) (2.5090) (2.4809)
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Table A.3: Optimal gains and MSEs for Germany
The table reports optimal gain parameters together with the associated MSEs in parentheses for SG and LS learning
in Germany. For further explanations see notes in Table A.1.

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

Set1 00170  0.0134*  0.0067  0.0104 0.0823  0.0305  0.0030  0.0071  0.0020  0.0066*
(0.4229)  (0.3935) (0.4166) (0.4183) (0.3928) (0.3665) (0.4839) (0.4433)  (0.9014)  (0.7936)

Set2  0.0015  0.0072  0.0018  0.0027  0.0036  0.1441*  0.0020  0.0101  0.0012 0.0056*
(1.0528)  (0.4997)  (0.8752)  (0.5726)  (0.4768)  (0.4033)  (0.6899)  (0.6300)  (1.0413) (0.7630)

Set 3  0.0027  0.0089  0.0056  0.0019  0.0792  0.0232  0.0018  0.0038  0.0022  0.0057
(0.4072) (0.3857)  (0.4845)  (0.5417)  (0.4038)  (0.3865)  (0.5587)  (0.5244) (0.8631)  (0.8796)

Set4  0.0015  0.0067  0.0015  0.0025  0.0029  0.0300*  0.0017  0.0116  0.0012  0.0034
(1.0814)  (0.5229)  (0.7299)  (0.6045)  (0.4861)  (0.4091)  (0.7123)  (0.6837)  (1.0422)  (0.8800)

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

CPI inflation
Set 1 0.0024 0.0073 0.0013 0.0176* 0.0796 0.1847 0.0759 0.4880 0.0018 0.0047
(0.5595) (0.5574) (0.9096) (0.6946) (0.6751)  (0.6910) (0.1730) (0.1348) (1.2481) (1.1918)
Set 2 0.0015 0.0065 0.0004 0.0017* 0.0013 0.0461 0.0049 0.2846* 0.0009 0.0031*
(1.0790) (0.5660)  (1.7021)  (0.9418)  (0.7648)  (0.6196)  (0.6101)  (0.1791)  (1.5383)  (1.1922)
Set 3 0.0023 0.0069 0.0009 0.0190 0.0780 0.0584 0.0733 0.2814 0.0018 0.0035
(0.5490)  (0.5654)  (1.0104)  (0.9221) (0.6606)  (0.6168)  (0.1988)  (0.1421)  (1.2725)  (1.3385)
Set 4 0.0016 0.0063 0.0017 0.0016* 0.0013 0.0531 0.0046 0.2189* 0.0008 0.0019
(0.8655) (0.6197)  (1.5929)  (0.9911)  (0.7573) (0.6095) (0.7858)  (0.1631)  (1.5733)  (1.3761)

Table A.4: Optimal gains and MSEs for Italy
The table reports optimal gain parameters together with the associated MSEs in parentheses for SG and LS learning
in Italy. For further explanations see notes in Table A.1.

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-F1 LS-FI SG-EN LS-EN

Household forecast
Set 1 0.0011 0.0045 0.0004 0.0007 0.0005 0.0010 0.0063 0.0013 0.0003 0.0004*
(0.4483) (0.4514)  (0.3173) (0.3137) (0.3042)  (0.3042) (0.2891) (0.3018) (0.4147) (0.3611)
Set 2 0.0010 0.0042 0.0008 0.0007 0.0005 0.0010 0.0007 0.0014 0.0002 0.0004*
(0.6881) (0.5559)  (0.7446)  (0.6976) (0.2930) (0.2984) (0.3476)  (0.3980)  (1.2566)  (1.0200)
Set 3 0.0011 0.0046 0.0004 0.0007 0.0005 0.0010 0.0006 0.0012 0.0003 0.0004*
(0.4471) (0.4394) (0.3146)  (0.3154)  (0.3180)  (0.3192)  (0.3191)  (0.3221)  (0.4201)  (0.3839)
Set 4 0.0010 0.0041 0.0008 0.0007 0.0005 0.0010 0.0006 0.0014 0.0002 0.0003*
(0.6552) (0.5509) (0.7376)  (0.7079)  (0.3051)  (0.3103)  (0.3702)  (0.4160)  (1.2924)  (1.0636)

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

CPI inflation
Set 1 0.0013 0.0057 0.0005 0.0009* 0.0525 0.3313 0.0665 0.5006 0.0003 0.0005*
(0.7932) (0.7255) (1.2482) (1.2175) (1.0366) (1.0153) (0.1277) (0.0592) (1.4285) (1.3217)
Set 2 0.0010 0.0051 0.0004 0.0155 0.0007 0.1356 0.0062 0.3722* 0.0002 0.0005
(1.2654) (0.8455) (2.1679) (1.3359) (1.1615) (1.0200) (0.6733) (0.0603) (1.8261) (1.4896)
Set 3 0.0013 0.0057* 0.0005 0.0009 0.0502 0.1816 0.0452 0.3190%* 0.0003 0.0005
(0.7927) (0.7187) (1.2615) (1.2288) (1.0032) (1.0623) (0.3618) (0.0634) (1.4464) (1.3718)
Set 4 0.0010 0.0051 0.0004 0.0010%* 0.0006 0.1031 0.0069 0.3049%* 0.0002 0.0005
(1.2110) (0.8282) (2.1618) (1.5869) (1.1380) (1.0659) (0.6164) (0.0686) (1.8849) (1.6058)
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Table A.5: Optimal gains and MSEs for the Netherlands
The table reports optimal gain parameters together with the associated MSEs in parentheses for SG and LS learning
for the Netherlands. For further explanations see notes in Table A.1.

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

Household forecast
Set 1 0.0087 0.0197* 0.0018 0.0034* 0.0654 0.0049 0.0025 0.0060 0.0005  0.0008*
(0.3906) (0.3201)  (0.3587)  (0.3145)  (0.2629)  (0.3011)  (0.3251)  (0.3001)  (0.8876) (0.7449)
Set 2 0.0036  0.0205* 0.0017 0.0050 0.0106 0.0062 0.0025 0.0068* 0.0002 0.0004
(0.4785)  (0.2943) (0.5468)  (0.3435)  (0.2776)  (0.2727)  (0.4596)  (0.2933)  (2.2703)  (1.9756)
Set 3 0.0093 0.0137 0.0018 0.0032* 0.0607 0.0368 0.0025 0.0062* 0.0005 0.0007
(0.3047)  (0.3342) (0.2986) (0.2585) (0.2586) (0.2434) (0.2846) (0.2406) (0.8580)  (0.8129)
Set 4 0.0035 0.0152 0.0018 0.0038 0.0096 0.0337* 0.0024 0.0064* 0.0002 0.0003
(0.4465) (0.3186)  (0.5352)  (0.3823)  (0.2742)  (0.2549)  (0.4507)  (0.2924)  (2.3683)  (2.1629)

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

CPI inflation
Set 1 0.0073 0.0161 0.0022 0.0116 0.0968 0.2843 0.1031 0.3605 0.0005 0.0009
(0.7948) (0.8036) (0.9786)  (0.8354)  (0.7118)  (0.7016) (0.1588) (0.1286) (1.6747) (1.4779)
Set 2 0.0036 0.0167* 0.0016 0.0075* 0.0032 0.0114 0.0155 0.3101%* 0.0002 0.0006
(0.9486) (0.7685) (1.1903) (0.7294) (0.6921)  (0.6512)  (0.3620)  (0.1577)  (3.0164)  (2.4475)
Set 3 0.0145 0.0120 0.0022 0.0045 0.0846 0.0771 0.0960 0.2628 0.0005 0.0007
(0.6517) (0.8873) (0.9279) (0.8500) (0.6397) (0.6548)  (0.1597)  (0.1395) (1.6741) (1.6229)
Set 4 0.0037 0.0129 0.0016 0.0045 0.0038 0.0571 0.0141 0.2310%* 0.0002 0.0004
(0.9063) (0.8437) (1.1816)  (0.7969)  (0.6800) (0.6451) (0.3688)  (0.1644)  (3.1404)  (2.7580)

Table A.6: Optimal gains and MSEs for Spain
The table reports optimal gain parameters together with the associated MSEs in parentheses for SG and LS learning
for Spain. For further explanations see notes in Table A.1.

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

Household forecast
Set 1 0.0013 0.0081 0.0018 0.0010 0.0006 0.0018 0.0009 0.0028 0.0004 0.0009
(1.1286) (1.1973) (0.9498) (1.1043) (1.1112) (1.1362) (0.9916) (1.0739)  (1.2719)  (1.2014)
Set 2 0.0010 0.0059 0.0007 0.0012 0.0007 0.0021* 0.0007 0.0025 0.0002 0.0008
(2.5831) (1.4329) (1.6746) (1.4175) (1.2406) (1.1526) (1.6370) (1.4027) (3.1005) (1.7499)
Set 3 0.0012 0.0072 0.0005* 0.0010 0.0007 0.0020  0.0021* 0.0030 0.0004 0.0009
(1.1518) (1.2413) (1.0306) (1.0908) (1.1167) (1.1441) (0.9649) (1.0747) (1.2343) (1.1448)
Set 4 0.0010 0.0061 0.0006 0.0010 0.0007 0.0022 0.0007 0.0027 0.0002 0.0008
(2.1293) (1.3757) (1.7991) (1.4880) (1.2440) (1.1359) (1.6259) (1.3393) (3.0794) (1.7334)

SG-CE LS-CE SG-PE LS-PE SG-PF LS-PF SG-FI LS-FI SG-EN LS-EN

CPI inflation
Set 1 0.0013 0.0065 0.0005 0.0155 0.0520 0.0560 0.0540 0.4757* 0.0004 0.0009*
(2.1940) (1.9421) (2.7557) (2.4294) (2.0093) (1.9669) (0.3294) (0.1722) (3.0762) (2.7723)
Set 2 0.0011 0.0051 0.0004 0.0009 0.0054  0.0609* 0.0047 0.2662* 0.0002 0.0006*
(3.1617) (2.3429) (3.2644) (2.7926) (2.3351) (1.9080) (1.6633) (0.2331) (4.3391) (3.5528)
Set 3 0.0013 0.0059 0.0004 0.0008 0.0479 0.0482%* 0.0443 0.4083 0.0004 0.0009
(2.1857) (2.0042) (2.7770) (2.6873) (2.0447) (2.0022) (0.5879) (0.1840) (2.9739) (2.7076)
Set 4 0.0010 0.0056 0.0004 0.0007 0.0006 0.0510 0.0047 0.2091* 0.0002 0.0006*
(2.9854) (2.0874) (3.3274) (2.8502) (2.3102) (1.9536) (1.5651) (0.2377) (4.2416) (3.4979)
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Figure B.1: Time-varying parameter estimation with constant information sets for optimal LS

based algorithms

The figure displays the time-varying gain parameters estimated individually for each country over a rolling window
of 60 subsequent periods for the optimal LS based algorithm. Gains are computed either based on information set
1 (red solid line), information set 2 (purple square line), or information set 3 (brown cross line) and are displayed
together with the 95% confidence bands (dashed line). The time-constant gain parameters used for calculations in
Section 5 are indicated by the horizontal line for comparison. Parameters are shown at the date of the forecast.
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Figure B.2: Time-varying parameter estimation with time-varying information sets for optimal LS

based algorithms

The figure displays the time-varying gain parameters estimated individually for each country over a rolling window of
60 subsequent periods based on the time-varying optimal LS based information set. Gains are calculated either based
on information set 1 (red solid line), or information set 2 (purple circle line), or information set 3 (brown cross line),
or information set 4 (orange triangle line) and are displayed together with the 95% confidence bands (dashed line).
Vertical lines indicate a change in the optimal information set. Parameters are shown at the date of the forecast.
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Figure B.3: Conceptual models for different learning rules

The graph displays different sequences of events for learning based on current versus learning based on previous errors
as well as for updating based on information other than the current inflation rate.
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