Outlier detection in TARGET2 risk indicators

Ronald Heijmans and Chen Zhou
Outlier detection in TARGET2 risk indicators

Ronald Heijmans and Chen Zhou *

* Views expressed are those of the authors and do not necessarily reflect official positions of De Nederlandsche Bank.
Outlier detection in TARGET2 risk indicators *

Ronald Heijmans\textsuperscript{a,b} and Chen Zhou\textsuperscript{a,c}

\textsuperscript{a}De Nederlandsche Bank  
\textsuperscript{b}Tilburg University  
\textsuperscript{c}Erasmus University

January 2019

Abstract
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1 Introduction

Financial market infrastructures (FMIs) play a crucial role in the well functioning of the economy. They facilitate the clearing and settlement of financial obligations. Most of these obligations are the consequence of economic activity (buying and selling goods and services). Besides, economic activity, many (large) payment flows are the consequence of monetary policy and regulatory requirements (such as reserve maintenance and balance sheet requirements). When financial actors (such as banks, insurance companies, national treasury departments etc.) are not able to fulfill their obligations in time, it can seriously damage the economy. Therefore, FMIs have to meet high international standards laid down in the Principles for Financial Market Infrastructures (PFMIs, CPSS (2012)).

Berndsen and Heijmans (2017) developed risk indicators for the most important large value payment system of the European Union for euro denominated payments (TARGET2). They have converted transaction data into risk indicators providing quantitative information on the risks defined by these PFMIs. To determine whether a risk indicator shows unusual behavior (i.e. can be seen as an outlier) they use the univariate method of Timmermans et al. (2018).

This method is an ARIMA model which corrects for weekly and monthly cyclical patterns. The model compares the forecasted value with the actual observations. When the actual value lies outside e.g. 99% interval of the forecasted value it is considered an outlier.

This paper extends the outlier detection study in Berndsen and Heijmans (2017) by applying two statistical tools for identifying univariate and multivariate outliers in the risk indicators, namely, extreme value theory and the local outlier factor method. In the univariate setup, extreme value theory helps to determine how unlikely a new observation is, relative to its history. The unusualness is quantified as once in how many years such an outlier would occur. In case the number of years is large (e.g. more than one year, or five years) it is considered an outlier. The actual threshold (one or five years) can be set afterwards by the expert in charge. Compared to Berndsen and Heijmans (2017), the extreme value theory approach does not assume that the forecasting error follows a normal distribution; instead the historical data determine the tail of the distribution.

---

1CPSS is nowadays called CPMI, i.e. Committee on Payments and Market Infrastructures. The Principles are international standards for 1) payment systems that are systemically important, 2) central securities depositories, 3) securities settlement systems, 4) central counterparties and 5) trade repositories.

2Their work is closely related to the detection of cyclical patterns in large value payment system data by Van Ark and Heijmans (2016).

3The difficulty is that the values of the indicator are not normally distributed. Therefore, they choose to look at multiple times the real value is outside the 95% and 99% interval.
In addition to the univariate analysis, we also detect multivariate outliers by combining several risk indicators. Univariate outliers are always extreme values in the time series, either unusually high or unusually low. By contrast, multivariate outliers can be an unusual combination of values of risk measures on a given day. A multivariate outlier may actually correspond to moderate levels at all marginals. The unusualness is solely attributed to the combination. We employ the local outlier factor method for multivariate outlier detection. The local outlier factor method identifies outliers by measuring the local deviation of a given data point with respect to its neighbours. We show that the two new outlier detection methods can be used by e.g. overseers and operators to get a better understanding of the large payment system and of changes therein.

Our paper adds to the growing literature in defining (risk) indicators and detecting outliers in FMIs. A large part of the large value payments system literature looks at the timing of payments. Especially free riding behavior of participants is extensively studied. Free riding is the intentional delay of payments in which the participant waits to make its own payments until it has received liquidity. Bech and Garratt (2003) developed a theoretical framework of payments delay. Diehl (2013) studied the presence of free riding of German banks in TARGET2. Massarenti et al. (2012) developed an indicator for timing of the whole TARGET2 system. Baek et al. (2014) developed an indicator to measure the state of liquidity in the Korean large value payment system, BoK-wire. This measure provides information on whether the system has sufficient liquidity to fulfil all forecasted payment obligations by the end of the day. Heijmans and Heuver (2014) investigated payments’ delay and identified key elements of liquidity stress for individual banks in TARGET2. They developed a method to monitor the banks in TARGET2. Kallontzoglou and Müller (2015) zoomed in to aspects related to payments timing indicators. Li and Pérez-Saiz (2016) measured systemic risk in the network of FMIs as the probability that two or more FMIs have a large credit risk exposure to the same FMI participants. They construct indicators for three main Canadian FMIs using extreme value methods to estimate the probability. Squartini et al. (2013) showed early-warning signals for topological collapse in interbank networks. Heijmans et al. (2016) created a dynamic way of looking at changes in the topological structure of payment’s data. They create a movie showing the changes in the network structure dynamically. A different method to detect outliers in payments’ data is by Triepels et al. (2018). They used a neural network (auto-encoder) to detect anomalous payment flows between commercial banks.

---

4 Abbink et al. (2017) and Heem ejer and Heijmans (2015) conducted a lab experiment based on their game theoretical model.
in a large value payment system. Their method works well to detect bank runs, which show more than usual outgoing payment flows.

This paper also contributes to the literature on outlier detection, both for univariate and multivariate outlier detection. For univariate outlier detection, we apply extreme value theory. Although extreme value theory has been developed for more than 60 years, see e.g. textbooks such as Embrechts et al. (1997) and de Haan and Ferreira (2006), its application to outlier detection has a shorter history of about 20 years since the work of Roberts (1999). This method has been applied to, for example, biomedical data (Roberts (2000)), damage detection and control (SohN et al. (2005)) and aircraft engine health monitoring (Sundaram et al. (2009)).

For multivariate outlier detection, we apply the local outlier factor method, which was initially proposed in Breunig et al. (2000). Since then, this method has been applied to various fields, for example, for building the Intrusion Detection System (IDS) for computer network security (Loureiro et al. (2004)). Overall, our paper brings the two outlier detection methods to a new field: payment system monitoring. It shows that they help to identify irregularities in a large payment system.

The organisation of the paper is as follows. Section 2 describes the TARGET2 system and data. Section 3 describes the construction and statistics of the individual risk indicators and the univariate extreme value theory method. Section 4 explains the multi-variate analysis. Section 5 provides a theoretical framework. Section 6 summarizes and provides policy conclusions.

2 TARGET2

2.1 The system TARGET2

TARGET2 is the real-time gross settlement (RTGS) system owned and operated by the Eurosystem.\(^5\) Payment transactions in TARGET2 are settled one by one on a continuous basis, in central bank money with immediate finality. There is no upper or lower limit on the value of payments.

TARGET2 settles payments related to monetary policy operations, interbank and customer payments, and payments related other FMIs handling the euro (such as Euro1, CLS, securities settlement systems or central counterparties). Most of the 1,076 direct participants are euro area credit institutions,

\(^5\)TARGET2 stands for Trans-European Automated Real-time Gross settlement Express Transfer system. TARGET2 has been introduced in November 2007. The countries participating in TARGET2 migrated to TARGET2 in three waves, from November 2007 to May 2008.
several large non-euro area banks (notably UK, Swiss and US) and euro area central banks.\textsuperscript{6}

Table 1 provides general statistics on TARGET2 for the year 2016. It processes on average more than 340,000 transactions daily with a corresponding turnover of 1,700 billion euros. The average transactions value is EUR 5 million.

Table 1: TARGET2 facts in 2016.

<table>
<thead>
<tr>
<th>Number of participants</th>
<th>TARGET2 had 1,076 direct participants, 701 indirect participants and 5,072 correspondents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of ancillary systems</td>
<td>TARGET2 settled the cash positions of 80 ancillary systems</td>
</tr>
<tr>
<td>Daily averages</td>
<td>TARGET2 processed a daily average of 342,008 payments, representing a daily average value of EUR 1.7 trillion</td>
</tr>
<tr>
<td>Average transaction value</td>
<td>EUR 5 million</td>
</tr>
<tr>
<td>Payment values</td>
<td>More than 70% of all TARGET2 payments had a value of less than EUR 50,000 each: 10% of all payments had value of over EUR 1 million</td>
</tr>
<tr>
<td>Large-value payment system traffic</td>
<td>TARGET2’s share in total large-value payment system traffic in euro was 90% in value terms and 63% in volume terms</td>
</tr>
</tbody>
</table>


2.2 TARGET2 data

Our data set contains all individual transactions settled in TARGET2 from January 2010 until December 2016. TARGET2 distinguishes between several payment types. The payments are divided into four different groups: 1) main interbank transactions, 2) payments with a central bank involved, 3) payments from and to ancillary systems (AS) and 4) liquidity transfers. Ancillary systems are other FMIs settling in TARGET2. Liquidity transfers between the accounts of the same bank (category 4.4), is not seen as an actual payment, but just an administrative shift of liquidity between two accounts of the same legal entity. Therefore, category 4.4 is often omitted from the published ECB TARGET2 statistics as these transactions do not reflect an economic process. For this reason, we also exclude category 4.4 from our analysis. Categories 4.6 and 4.7 have been introduced at the start of TARGET2 securities (T2S) in 2015.\textsuperscript{7} Although in this paper we focus on all TARGET2 transaction (excluding

\textsuperscript{6}Besides the euro area countries also Bulgaria, Croatia, Denmark, Poland and Romania have access to TARGET2 (status December 2018) have access to TARGET2. At the start of our data set there have been a few countries in the European Union that did not have the euro yet: Estonia, Latvia, Lithuania, Slovakia.

\textsuperscript{7}The migration of T2S is also done in migration waves. This payment category will therefore increase over time.
category 4.4) it is also possible to look at a single or a group of payment types.\footnote{See Berndsen and Heijmans (2017) for more information on the payment types.}

### 3 Data description and univariate analysis

In this section, we first describe how the risk indicators time series have been constructed (section 3.1). Next, in Section 3.2 we explain the procedures to select the optimal time series model for filtering each series. Based on the filtered errors, we detect outliers for each individual indicator time series and evaluate the unusualness of detected outliers using extreme value theory in Section 3.3.

#### 3.1 Construction of the risk indicator times series

The risk indicators we use in are based on the ones developed by Berndsen and Heijmans (2017). These indicators identify quantitative risks in TARGET2, which are inspired by the Principles for Financial Market Infrastructures defined by CPSS IOSCO (see CPSS, 2012). Berndsen and Heijmans (2017) focus on operational risk, concentration risk and liquidity (inter) dependencies. These indicators provide information on the system at daily frequence.\footnote{It is also possible to look at other frequencies, such as hourly or monthly.}

Table 2 gives an overview of the ten indicators we have taken from Berndsen and Heijmans (2017). Appendix A shows the time series of each of the indicators. In the second column the description of the indicator is given and in the third column the type of Principle the indicator provides quantitative information on. We use this set of indicators to set up a more advanced outlier detection method than Timmermans et al. (2018).

The relative use of the operational capacity is the amount of transactions processed in TARGET2 relative to the maximum the system guarantees. The throughput guideline shows the percentage of total payments value settled before a certain time (here 12.00 hours). The Herfindahl Hirschman index (HHI, indicator 3 to 8) is a concentration measure of the system. The concentration is measured at the participant level and looks at concentration of the system. The HHI outgoing and total turnover take the concentration of the outgoing and total payment flows (indicator 3 and 4), respectively. Indicators 5 to 8 look at the concentration in terms of network characteristics (degree, eigenvector centrality, hub centrality and authority centrality). Indicator 9 presents the relative share of payments made to other FMIs in TARGET2 relative to the total TARGET2 turnover. The last indicator (10) shows the...
Table 2: List of indicators.

<table>
<thead>
<tr>
<th>Indicator Number</th>
<th>Indicator description</th>
<th>PFMI risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Relative use of operational capacity</td>
<td>Operational</td>
</tr>
<tr>
<td>2</td>
<td>Throughput guideline</td>
<td>Operational</td>
</tr>
<tr>
<td>3</td>
<td>HHI outgoing turnover</td>
<td>Concentration</td>
</tr>
<tr>
<td>4</td>
<td>HHI total turnover</td>
<td>Concentration</td>
</tr>
<tr>
<td>5</td>
<td>HHI degree (unweighted)</td>
<td>Concentration</td>
</tr>
<tr>
<td>6</td>
<td>HHI eigenvector centrality (unweighted)</td>
<td>Concentration</td>
</tr>
<tr>
<td>7</td>
<td>HHI hub centrality</td>
<td>Concentration</td>
</tr>
<tr>
<td>8</td>
<td>HHI authority centrality</td>
<td>Concentration</td>
</tr>
<tr>
<td>9</td>
<td>Turnover to other FMIs</td>
<td>Interdependencies</td>
</tr>
<tr>
<td>10</td>
<td>Net bilateral flows</td>
<td>Interdependencies</td>
</tr>
</tbody>
</table>

net bilateral flows, which means the remaining liquidity flows between banks if all bilateral flows between participants are netted.

Table 3 provides general statistics on the ten indicators mentioned in Section 3.1. The table shows the 10th to 90th percentile and the auto correlation with lag 1 of these ten indicator time series. From these percentiles, we observe that the indicators are not normally distributed, which is in line with the findings in Timmermans et al. (2018). In addition, Indicators 6 and 7 show a high degree of auto correlation, while indicators 2 to 4 and 8 to 10 have relatively weak correlation. Indicators 1 and 5 have medium degree of correlation. Since most indicators have some to strong auto correlation, we shall employ univariate time series models to filter out the serial dependence.

### 3.2 Time series filtering

For each indicator of Table 2, we use a time series model to filter out its serial dependence. After the filtering process, we assume that the filtered series form an independent and identically distributed (i.i.d.) series. We use the full sample for the optimal model selection. However, the selected optimal model will be re-estimated in each estimation window. For each given indicator \( \{Y_t\} \), since they are all percentages between zero and one, we first conduct a logit transformation as

\[
\tilde{Y}_t = \log\left(Y_t/(1-Y_t)\right),
\]
Table 3: Risk indicator statistics based on data between 2010-2016.

<table>
<thead>
<tr>
<th>Indicator number</th>
<th>10−percentile</th>
<th>first quartile</th>
<th>median</th>
<th>third quartile</th>
<th>90−percentile</th>
<th>auto correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.46</td>
<td>0.5</td>
<td>0.55</td>
<td>0.60</td>
<td>0.67</td>
<td>0.59</td>
</tr>
<tr>
<td>2</td>
<td>0.41</td>
<td>0.44</td>
<td>0.47</td>
<td>0.50</td>
<td>0.53</td>
<td>0.46</td>
</tr>
<tr>
<td>3</td>
<td>0.0144</td>
<td>0.0152</td>
<td>0.016</td>
<td>0.017</td>
<td>0.0185</td>
<td>0.28</td>
</tr>
<tr>
<td>4</td>
<td>0.0139</td>
<td>0.0146</td>
<td>0.0152</td>
<td>0.016</td>
<td>0.0168</td>
<td>0.20</td>
</tr>
<tr>
<td>5</td>
<td>0.0034</td>
<td>0.0035</td>
<td>0.0036</td>
<td>0.0037</td>
<td>0.0037</td>
<td>0.56</td>
</tr>
<tr>
<td>6</td>
<td>0.0867</td>
<td>0.0899</td>
<td>0.1041</td>
<td>0.1137</td>
<td>0.1224</td>
<td>0.94</td>
</tr>
<tr>
<td>7</td>
<td>0.0024</td>
<td>0.0025</td>
<td>0.0025</td>
<td>0.0026</td>
<td>0.0028</td>
<td>0.88</td>
</tr>
<tr>
<td>8</td>
<td>0.0029</td>
<td>0.003</td>
<td>0.0031</td>
<td>0.0032</td>
<td>0.0033</td>
<td>0.35</td>
</tr>
<tr>
<td>9</td>
<td>0.2148</td>
<td>0.2339</td>
<td>0.2576</td>
<td>0.3007</td>
<td>0.3615</td>
<td>0.37</td>
</tr>
<tr>
<td>10</td>
<td>0.39</td>
<td>0.41</td>
<td>0.43</td>
<td>0.45</td>
<td>0.47</td>
<td>0.46</td>
</tr>
</tbody>
</table>

such that \( \{ \tilde{Y}_t \} \) is on the entire real line. For indicator 9, since the series shows a trend, we consider its day-to-day difference. For indicator 3, since only a low value is of concern for operational risk, we multiply the series by \(-1\). After these transformations, we obtain a time series \( \{ X_t \} \) for each indicator. Without loss of generality, we simply use the notation \( \{ X_t \} \) to indicate any (transformed) indicator.

We fit an ARIMA\((p,d,q)\) model with covariates to \( \{ X_t \} \) as follows

\[
(1 - \sum_{i=1}^{p} \phi_i L^i)(1 - L)^d X_t = \delta + \left(1 + \sum_{i=1}^{q} \theta_i L^i\right) \varepsilon_t + \beta' Z_t,
\]

where \( L \) stands for the lag operator, \( \{ \varepsilon_t \} \) is an i.i.d. innovation series, \( \{ Z_t \} \) is the set of covariates at time \( t \). In this analysis, we only consider three dummy variables indicating whether day \( t \) is the end of a month, a quarter or a year as potential covariates, denoted as \( IM_t = \mathbb{I}\{ \text{day } t \text{ is the end of a month} \} \), \( IQ_t = \mathbb{I}\{ \text{day } t \text{ is the end of a quarter} \} \) and \( IY_t = \mathbb{I}\{ \text{day } t \text{ is the end of a year} \} \).

With three potential covariates, we consider eight models corresponding to all different subsets of these covariates: \( \theta, \{ IM_t \}, \{ IQ_t \}, \{ IY_t \}, \{ IM_t, IQ_t \}, \{ IQ_t, IY_t \}, \{ IM_t, IY_t \} \) and \( \{ IM_t, IQ_t, IY_t \} \). For each given model, we select the optimal \((p,d,q)\) by mimizing the Akaike Information Criterion (AIC). Then across the eight best models, we select the one that corresponds to the lowest AIC value. The selected model consists of the optimal \( p^*, d^*, q^* \) and the optimal subset of the dummies \( Z^* \). We remark that this process is only run once and only the best model structure is used.
Next, for each date $t$ in the analysis period, we fit the optimal model to the $n = 1250$ days proceeding date $t$. In other words, we fit an ARIMA($p^*, d^*, q^*$) model with covariates $\{Z^*\}$ to $X_{t-n}, X_{t-n+1}, \cdots X_{t-1}$ and obtain the estimated coefficients $\hat{\phi} = (\hat{\phi}_1, \cdots, \hat{\phi}_{p^*})'$, $\hat{\theta} = (\hat{\theta}_1, \cdots, \hat{\theta}_{q^*})'$, $\hat{\delta}$ and $\hat{\beta}$. In addition, we obtain the filtered innovation terms $\{\hat{\epsilon}_s\}_{s=t-n}$.

We use the estimated coefficients, innovations and $Z^*$ to forecast the indicator at time $t$ as $\hat{X}_t$. Then we define $\hat{e}_t = X_t - \hat{X}_t$ as the forecasting error. Assuming that the indicator series follows the ARIMA model with the chosen covariate, then $\{\epsilon_s\}_{s=t-n}$ is an i.i.d. sample of $n + 1$ random errors from a common distribution $F$. Therefore, we can use the $n$ estimated innovations $\{\hat{\epsilon}_s\}_{s=t-n}$ to estimate the distribution $F$, and then consider where $\hat{e}_t$ is an outlier of the estimated distribution.

### 3.3 Univariate outlier detection: extreme value analysis

Since for most cases, we are interested in the right tail of the indicator series only, i.e. only an extremely high value of the indicator is of policy concern, we use the probability

$$p_t = 1 - F(\hat{e}_t)$$

as the outlier probability for the forecasting error. If the outlier probability is extremely low, we conclude that the forecasting error on day $t$ is exceptionally high, or in other words, the deviation of the observation $X_t$ from the optimal ARIMA model is extremely unlikely. In that case, we identify date $t$ as an outlier day. Further, we convert the probability to a frequency as $1/p_t/250$. Here, we regard the number of operational days in a year as 250. The frequency calculated indicates once per how many years such an exceptional day may occur. If the frequency is above a certain threshold, say 1 or 5, one can define the day as an outlier. Note that since we calculate the frequency at each day, the standard to identify an outlier can be determined ex post by a policy maker.

If we are also interested in the left tail of the indicator series, i.e. an extremely low value of the indicator is also of policy concern, then we can use the probability $F(\hat{e}_t)$. This case can easily be handled by working with the negative series $\{-\hat{\epsilon}_s\}_{s=t-n}$. For simplicity, we will only discuss the right tail case.

With the time series filtering, the outlier detection issue boils down to a simple statistical question. Suppose we have i.i.d. observations $\{Y_s\}_{s=1}^n$ drawn from a common distribution function $F$. Suppose we have a new observed value $y$, what is the probability that $y$ is an outlier.
If \( y \) is not exceptionally high, then the probability can be easily estimated by its empirical counterpart

\[
\hat{p}_{\text{emp}} = \frac{1}{n} \sum_{i=1}^{n} 1_{Y_i > y}
\]

(1)

However, since we intend to capture outliers with very low probability, we will handle an exceptionally high value of \( y \). If \( y > \max_{s=1}^{n} Y_s \), then \( \hat{p}_{\text{emp}} = 0 \) for the given sample \( \{Y_s\}_{s=1}^{n} \). It is necessary to be able to estimate \( p \) in such a situation. Further, even for a not-so-high value of \( y \) such that \( \hat{p}_{\text{emp}} \) reaches a non-zero but low level such as \( 1/n, 2/n \), it is clear that the empirical estimate is inaccurate in such a situation. Overall, we intend to handle the case where \( y = y_n \) such that \( n(1 - F(y_n)) \to \lambda \) with \( \lambda \geq 0 \) a fixed constant. In such a case, the empirical estimate fails and we opt to use Extreme Value Theory (EVT) in order to find more accurate estimator.

EVT assumes that the tail of the distribution \( F \) possesses some regularity that can be used for extrapolation. More specifically, if \( F \) has no finite endpoint, the so-called domain of attraction condition assumes that

\[
\lim_{t \to \infty} \frac{1 - F(tx)}{1 - F(t)} = x^{-1/\gamma},
\]

where \( \gamma \) is the extreme value index; see, e.g. Embrechts et al. (1997).

We make an extrapolation in the tails following the domain of attraction condition as follows. Denote \( Y_{1,n} \leq \cdots \leq Y_{n,n} \) as the orderstatistics of \( \{Y_s\}_{s=1}^{n} \). For an intermediate sequence \( k := k(n) \) such that \( k/n \to 0, k \to \infty \) as \( n \to \infty \), the orderstatistic \( Y_{n-k,n} \) can be viewed as an estimator of the \((1 - k/n)\)–quantile of \( F \). Therefore

\[
\frac{1 - F(y_n)}{k/n} \approx \frac{1 - F(y_n)}{1 - F(Y_{n-k,n})} \left( \frac{y_n}{Y_{n-k,n}} \right)^{-1/\gamma}.
\]

Consequently, we obtain the EVT estimator of \( p_n = 1 - F(y_n) \) as

\[
\hat{p}_n := \frac{k}{n} \left( \frac{Y_{n-k,n}}{y_n} \right)^{1/\hat{\gamma}},
\]

(2)

where \( \hat{\gamma} \) is a proper estimator of the extreme value index; see Weissman (1978). For high threshold \( y_n \) the EVT estimator is superior to the empirical estimator.

For the outlier detection analysis, we use the Hill estimator \( \hat{\gamma}_H \) as the estimator of the extreme value
index (Hill (1975)), defined as follows:

\[
\hat{\gamma}_H = \frac{1}{k} \sum_{i=1}^{n} \log Y_{n-i+1,n} - \log Y_{n-k,n}.
\]

In our outlier detection analysis, the input observations \(Y_s = \hat{\varepsilon}_t\) for \(s = 1, 2, \cdots, n\). The tested threshold is \(y = \hat{\varepsilon}_t\). We first apply the empirical estimator \(\hat{p}_{emp}\) in (1) to estimate \(p = 1 - F(y)\). If \(\hat{p}_{emp} \geq k/n\) we keep it as the estimate, since the threshold \(y\) is not in the tail. If \(\hat{p}_{emp} < k/n\), we regard the threshold \(y\) as a high threshold and consequently apply the EVT estimator in (2). One key step in the EVT estimator is to choose the tuning parameter \(k\). In this analysis, we use an estimation window with a length of 1250 days, i.e. \(n = 1250\). Correspondingly, we choose \(k = 50\) such that \(k/n = 4\%\).

Table 4 presents the outliers of the univariate analysis. The table shows which indicator had an outlier score of larger than 1 year and at which dates. From the table we can see that most of the outliers are found close to the end or the beginning of a new month (quarter or year). As we do correct for end of month (quarter and year) effect, he dates found here deviate substantially from their “normal” behaviour at these dates. Besides, there are some outliers after a public holiday (Pentecost) or on a public holiday that is not a TARGET2 closing day (Ascension day).

Table 4: List of univariate outliers.

<table>
<thead>
<tr>
<th>Number</th>
<th>Date</th>
<th>Outlier score</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>March 29, 2016</td>
<td>1.32</td>
<td>close to end of months</td>
</tr>
<tr>
<td>3</td>
<td>May 25, 2015</td>
<td>3.33</td>
<td>day after public holiday (Pentecost)</td>
</tr>
<tr>
<td></td>
<td>May 14, 2015</td>
<td>1.22</td>
<td>Ascension day (no TARGET2 closing)</td>
</tr>
<tr>
<td>4</td>
<td>May 25, 2015</td>
<td>3.66</td>
<td>day after public holiday (Pentecost)</td>
</tr>
<tr>
<td></td>
<td>May 14, 2015</td>
<td>1.40</td>
<td>Ascension day (no TARGET2 closing)</td>
</tr>
<tr>
<td>5</td>
<td>August 15, 2016</td>
<td>1.07</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>March 29, 2016</td>
<td>5.06</td>
<td>close to end of months</td>
</tr>
<tr>
<td></td>
<td>April 7, 2015</td>
<td>3.87</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>May 25, 2015</td>
<td>5.82</td>
<td>day after public holiday (Pentecost)</td>
</tr>
<tr>
<td></td>
<td>August 31, 2015</td>
<td>2.15</td>
<td>end of month</td>
</tr>
<tr>
<td></td>
<td>May 30, 2016</td>
<td>1.91</td>
<td>close to end of months</td>
</tr>
<tr>
<td>9</td>
<td>January 6, 2015</td>
<td>2.08</td>
<td>beginning of month</td>
</tr>
<tr>
<td></td>
<td>June 29, 2016</td>
<td>1.41</td>
<td>close to end of 2nd quarter</td>
</tr>
</tbody>
</table>

note 1: The number refers to the indicator number defined in Table 2.
note 2: The outlier score gives how many times such a value is seen once in q years. Only scores above q = 1 are shown here.
4 Multivariate analysis

4.1 Local outlier factor

The individual series analysis outlined in Section 3.3 can quantify the unusualness of the outliers for each series. Notice that the outlier for an individual series always corresponds to an extreme value of the underlying indicator: either a very high or very low value of the observed indicator. The essence of outlier detection for a single series remains the same when considering the time series filtering approach: the time series model provides a forecast for the indicator in the next period, an outlier is therefore corresponding to a high or low “surprise” compared to the predicted value.

In practice, when considering multiple series, an outlier does not have to correspond to an extreme value of either series. For instance, consider an artificial dataset shown in Figure 1 based on two hypothetical series $x$ and $y$. From the scatter plot, we observe two clusters for the data at the top-right and bottom-left corner. This leaves an observation in the middle of the scatter as an outlier, since it does not belong to any of the two clusters; for example the two data points indicated by a red triangular. Such an outlier is called the “local outlier”. To detect local outliers in multivariate series, we need a different method compared to the extreme value theory used for individual series.

The local outlier factor (LOF) method is a method specifically designed for detecting the local outliers, see Breunig et al. (2000). It assigns a score to each data point which measures the local deviation with respect to its neighbours. The data points with the highest scores are considered as local outliers. To illustrate the method in our context, we consider two indicator series HHI outgoing and total outgoing turnover (indicator 3 and 4) and net bilateral flows (NBF, indicator 10), denoted as $\{(X_t, Y_t)\}$, and perform an in-sample exercise using the LOF method.

Following the time series filtering as described in Section 3.2, we first identify the optimal ARIMA$(p^*, d^*, q^*)$ model with covariates for each marginal series using the full sample $t = 1, 2, \cdots, T$. With the estimated model parameters, we filter out the corresponding innovation series for each series, denoted as $\{ (\hat{\varepsilon}_t, \hat{\zeta}_t) \}_{t=1}^{T}$. Figure 2 shows the scatter plots of the filtered innovation series. From Figure 2a, we observe that there are two concentrated scenarios: a main scenario corresponding to high HHI total turnover and low net bilateral flows and a secondary scenario corresponding to low HHI total turnover and high net bilateral flows. If either case occurs, it would not be recognized as an outlier. The goal of the LOF method is to identify local outliers from these scatters.
Next, we consider the reachability distance of innovations. It is defined as:

\[ d(t, s) = \sqrt{(\hat{e}_t - \hat{e}_s)^2 + (\hat{\zeta}_t - \hat{\zeta}_s)^2}. \]

For each given \( t \), consider all distance \( \{d(t, s) : s \neq t\} \) and rank them as \( d_t^{(1)} \leq d_t^{(2)} \leq \cdots \leq d_t^{(T-1)} \). For a given integer \( k \), the \( k \)-distance of observation \( t \) is defined as \( d_t^{(k)} \) and the \( k \)-distance neighborhood is defined as:

\[ N_t^{(k)} = \left\{ s : d(t, s) \leq d_t^{(k)} \right\}. \]

Obviously, if all distances \( d_t^{(j)} \) for \( j = 1, 2, \cdots, T - 1 \) are not equal, then the \( k \)-distance neighborhood \( N_t^{(k)} \) contains exactly \( k \) points. They are the \( k \) points that are closest to the point \( t \).

Next, we consider the reachability distance of \( s \) with respect to \( t \). It is defined as:

\[ \text{reach} - \text{dist}_k(s, t) = \max \left\{ d_t^{(k)}, d(s, t) \right\}. \]
In other words, for point $s$ that is outside the $k$–distance neighborhood of $t$, $N_t^{(k)}$, the reachability distance to $t$ is equivalent to the actual distance $d(s,t)$. However, for all points within the $k$–distance neighborhood of $t$, $N_t^{(k)}$, they are treated “equally” with the same reachability distance to $t$ as the $k$–distance of $t$. Then, for each $t$ we can define its local reachability density as

$$lrd_k(t) = \left( \frac{\sum_{s \in N_t^{(k)}} reach - dist_k(t,s)}{|N_t^{(k)}|} \right)^{-1}.$$ 

Intuitively, $1/lrd_k(t)$ is the average reachability distance of $t$ with respect to each point in its own $k$–distance neighborhood. Therefore $lrd_k(t)$ would be high if such an average is low, i.e. when $t$ is also likely to be within the $k$–distance neighborhood of $s$ where $s$ is in the $k$–distance neighborhood of $t$, i.e. $t$ is also considered as a “neighbor” by its “neighbor”. By contrast, if $lrd_k(t)$ is low, $t$ is considered to be far away from its “neighbor”. Finally, the local outlier factor of $t$ is defined as

$$LOF_k(t) = \frac{\sum_{s \in N_t^{(k)}} \frac{lrd(s)}{lrd_k(t)}}{|N_t^{(k)}|},$$

which is the ratio between the average local reachability density of the points in the $k$–distance neighborhood of $t$ and its own local reachability density. Intuitively, for a point that is deeply inside the cluster (i.e. not a local outlier), the LOF should be approximately 1 (see Breunig et al. (2000)). By ranking the LOF of all points in the scatters, one can identify the local outliers with the highest values of the LOF. A natural threshold is 1, but usually, a LOF value above 2 or 3 would be used for local outlier detection.

In this study, we use $k = 5$ and consider outliers with a LOF value above 3. The two scatters indicated by a red triangle in Figure 2 are the identified outliers. The highest LOF score is found for December 31, 2014, with a value at 3.36. The last business day of the year is traditionally one of the busiest in terms of number and turnover of transactions (see e.g. Heijmans and Heuver (2014) or Arciero et al. (2016)) due to balance sheet requirements from the bank supervisors or the shareholders (including activity for major clients of banks). Even though we correct for end-of-year effect in our analysis, this end of year seems to deviate from others. The second highest LOF score is found for April 1, 2010, with a value at 3.12. Like the end of year, there is a beginning of next quarter effect. Some transactions (lending, borrowing of liquidity) at the end of quarter are reversed at the beginning of the
next quarter. As we also include end-of-quarter effect, this suggest that this beginning of next quarter is different than others.

To further investigate the outlier days, we consider a new pair of indicators: HHI outgoing turnover (indicator 3) and net bilateral flows (NBF, indicator 10), and apply the same method to this pair, the result is shown in Figure 2b. Besides the two outliers found in Figure 2b, we also find two other outlier dates, i.e. January 30, 2012 and March 30, 2015. These dates are close to the end of the month and quarter of that year, respectively.

From these two pairs, we observe, that the relation between the HHI measure, irrespective of whether it is based on the outgoing or total turnover, and the net bilateral flows seem to formulate a triangular region in the scatter plot. That is, for a low value of HHI, the net bilateral flows indicator may spread from low to high, while for a high value of HHI, the net bilateral flows indicator must be at a low level. The lowest possible value of the net bilateral flows indicator seem to remain at a constant level as the value of HHI increases, while the highest possible value of the net bilateral flows indicator decreases as the value of HHI increases. The relation can also be switched: the lowest possible HHI value remains unchanged as the net bilateral flows increases, while the highest possible value of the HHI indicator decreases as the value of net bilateral flows indicator increases.

The two outliers discovered from the LOF method show different locations. The one on December 31, 2014, seems to lie at the upper edge of the triangular area. In other words, for the outlier date, given its net bilateral flows level, the HHI seems to be exceptionally high. By contrast, for the outlier detected on April 1, 2010, it seems that the HHI level is exceptionally low given its level of net bilateral flows. Nevertheless, for both dates, the absolute value of these two indicators are both at a moderate level. To further understand the mechanism behind such an outlier, we conduct a theoretical study regarding the relation between HHI and net bilateral flows in the next Section.

4.2 Multivariate outliers

To apply the LOF method for a policy analysis, we did an out-of-sample analysis aiming at detecting outliers in real time. This is similar to the univariate setup. The details of the out-of-sample is outlined as follows.

For each date $t$ in the analysis period, for each indictor $j$, we fit the optimal model to the $n = 1250$ days proceeding date $t$. We obtain the estimated model coefficients as well as the filtered innovation
terms \( \{ \hat{\varepsilon}_s^{(j)} \}_{s=t-n}^{t-1} \). Based on the estimated model coefficients, and filtered innovation terms, we forecast each indicator at time \( t \) and obtain as the corresponding forecasting error, \( \hat{\varepsilon}_t^{(j)} \).

We collect the filtered innovations from the ten indicators on each day in the estimation period and the forecasting error on day \( t \) into a sample as \( \{ (\hat{\varepsilon}_s^{(1)}, \ldots, \hat{\varepsilon}_s^{(10)})^T \}_{s=t-n}^t \). We treat them as an i.i.d. sample and calculate the LOF score of the last observation. In other words, we only examine whether the forecasting error on day \( t \), as a 10-dimensional vector is a local outlier within the sample. This is comparable to the univariate out-of-sample, where we examine the tail probability of the forecasting error based on estimating the tail distribution function using the filtered innovations. With this analysis, we obtain the LOF score for each day in the out-of-sample testing period starting from Jan 1, 2015.

Table 5 shows the multivariate outliers using all indicators and indicators 2, 8 and 10 combined. First, we look at the outliers for the indicators 2, 8 and 10. These three indicators do not have univariate outliers, see section 3.3. As the table shows, our multivariate detection method detects three outlier dates. The first outlier date (May 25, 2015) has also been detected as an outlier date for three other indicators (3, 4 and 7). It appears that the individual indicators 2, 8 and 10 do not show an extreme value at each indicator separately, but they show local outliers, when investigated with the multivariate outlier detection method. The two other dates neither have not been found before in the univariate analysis nor can they be linked to end or beginning of month. The multivariate outliers found using all indicators are all close to the end of the months.

Table 5: List of multivariate outliers for period 2015 and 2016.

<table>
<thead>
<tr>
<th>Date</th>
<th>LOF score</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>three indicators</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May 25, 2015</td>
<td>4.9</td>
<td>day after public holiday (Pentecost)</td>
</tr>
<tr>
<td>December 8, 2015</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>January 21, 2016</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>all indicators</td>
<td></td>
<td></td>
</tr>
<tr>
<td>March 30, 2015</td>
<td>2.8</td>
<td>close to end of months</td>
</tr>
<tr>
<td>September 30, 2015</td>
<td>0.5</td>
<td>close to end of months</td>
</tr>
<tr>
<td>December 30, 2016</td>
<td>7.2</td>
<td>close to end of months</td>
</tr>
</tbody>
</table>
Figure 2: In-sample examples for local outlier detection.

(a) HHI total turnover vs NBF.

(b) HHI outgoing turnover vs NBF.
5 Theoretical model

In order to gain more insight regarding the bivariate outlier results obtained in section 4, we study the relation between the HHI and the net bilateral flows in a theoretical model. We consider a simple payment network consists of only three banks: A, B and C. Without loss of generality, we assume that the total sum of the payments made by all participants is one because both HHI turnover and the net bilateral flows are calculated as a ratio with respect to the total sum of the payments. Further, we assume that each bank pays as much as it receives, which means that the banks end with the same balance as they have started that day.\(^{10}\) This assumption helps to simplify the number of potential parameters in the network.

Figure 3 shows six theoretical examples of simplified payment networks of the payment system satisfying all assumptions. The corresponding adjacency matrix of each network with the liquidity flows is given below each network graph. Note that examples (a)-(e) involves gradually more payments in the system. Example (f) is the most general case following the assumptions. Examples (a)-(e) can be viewed as special cases of example (f) with specific parameter setups. Table 6 shows the results of the calculated HHI turnover and corresponding net bilateral flows for examples (a)-(e).

Table 6: Net bilateral flows and HHI total turnover for the first 5 theoretical payment networks.

<table>
<thead>
<tr>
<th>graph nr</th>
<th>NBF</th>
<th>HHI</th>
<th>HHI min</th>
<th>HHI max</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{8})</td>
<td>(\frac{1}{8})</td>
<td>(a = 1/2)</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>(\frac{1}{2} + a^2 + b^2)</td>
<td>(\frac{1}{8})</td>
<td>(\frac{1}{8})</td>
<td>(a + b = 1/2)</td>
</tr>
<tr>
<td>c</td>
<td>3a</td>
<td>(2(a + b)^2 + a^2)</td>
<td>(\frac{1}{6})</td>
<td>(\frac{1}{6})</td>
<td>(3a + 2b = 1)</td>
</tr>
<tr>
<td>d</td>
<td>3b</td>
<td>((a + b + c)^2 + (a + b)^2 + (b + c)^2)</td>
<td>(\frac{1}{8})</td>
<td>(\frac{1}{8})</td>
<td>(2a + 3b + 2c = 1)</td>
</tr>
<tr>
<td>e</td>
<td>3</td>
<td>(1-a-b)</td>
<td>(\frac{1}{3})</td>
<td>(\frac{1}{3})</td>
<td>(a+b = 1/3)</td>
</tr>
</tbody>
</table>

We plot the potential paired values of (HHI, NBF) stemming from these five examples in Figure 4. The cases (a) (b) (c) and (e) are illustrated by corresponding curves. For the case (d), it is handled in the following Lemma.

\(^{10}\)Cash managers of banks have to manage the liquidity on their account. Due to reserve maintenance requirements banks do need to have a certain pre defined amount of liquidity during the reserver maintenance period, which is typically 4 to 7 weeks in the Eurosystem. Although the actual liquidity at the end of day may vary a bit, banks do manage their liquidity actively and do normally not allow very large deviations in it.
Figure 3: Simplified examples of payment networks with their corresponding adjacency matrices.

(a) A — B — C
     |   |
     a  |

(b) A — B — C
     |   |
     a  |

(c) A — B — C
     |   |
     a+b |

(d) A — B — C
     |   |
     0  a 0  
     a  0 0  
     0  0 0  

(e) A — B — C
     |   |
     0  a 0  
     a  0 0  
     b  0 0  

(f) A — B — C
     |   |
     0  a+b 0  
     b  0 0  
     c  0 0  

Lemma 1 For the network (d), for any given $0 \leq b \leq 1/3$, we have that

$$\frac{3 - 2b + 3b^2}{8} \leq HHI(b) \leq \frac{1 - 2b + 3b^2}{2}.$$  

Notice that the upper bound of $HHI(b)$ corresponds to $a = 0$ or $c = 0$. When reaching this upper bound, the network simplifies to the case (c). For the lower bound, we plot the curve $(HHI,NBF)$ in
Figure 4.

Lemma 2 For the network (f), for any given $0 \leq d \leq 1/3$, we have that

$$\frac{1}{3} \leq HHI(d) \leq \frac{1-2d+3d^2}{2}.$$
resemble the low NBF high HHI case. This is the case where bilateral netting can be conducted (case (b)). A few scatters in the left-upper corner of the pseudo-triangle resembles exceptional days where large circular payments are conducted. The identified outlier dates are in between these two scenarios.

Thirdly, a pair (HHI, NBF) in the left-bottom area of the pseudo-triangle, i.e. below the lower bound defined in case (d), can be realized if and only if payments in both directions are executed between any two banks. In other words, the payment activities are intensive. For any given level of NBF, the highest possible HHI is reached at case (c) where a large circular payment involving all banks is observed. For the fixed level of NBF, as the HHI level goes down, payments in the reverse direction of the large circular payment are observed (case (d)). When the level goes below the lower bound in case (d), a reverse circular payment definitely exists (case (f)).

Although our theoretical model is only based on three banks, we can extend this result to a larger payment network. For a given NBF level, high HHI corresponds to a large but long circular payments involving many banks in the system. Low HHI corresponds to multiple circular payments, such as a reverse circular payment, with uneven size affecting different part of the system. Both cases need external liquidity to settle the payments, but the operation in the low HHI case is even more complex.

Now, we go back to the outliers detected in Figure 2 and interpret their unusualness. The identified local outlier on December 31, 2014 lies close to the upper bound of the HHI given its NBF level. It shows that a large circular payment exists on this day. The identified local outlier on April 1, 2010 lies close to the lower bound of the HHI given its NBF level. This indicates that the payment networks on April 1, 2010 may suffer from a complex circular payment structure involving multiple circular payments as in case (f) of the theoretical model.
6 Policy analysis and summary

In this paper we showed a univariate and a bivariate method for detecting outliers in TARGET2 risk indicator. The univariate analysis using extreme value theory is able to detect extreme values of an indicator time series. The bivariate (multivariate with two indicators) allows for detecting outliers that are not necessarily extreme values, but also values that are not likely seen between a pair of indicators. These so called local outliers can be detected using the local outlier factor method. Similarly, local outliers can be detected using multiple indicators.

Many outliers detected with the aforementioned methods are close to the end or near the beginning of a month, quarter or year, even though our indicator time series have been corrected for end of month (quarter and year) effects. It seems that at those outlier dates, banks behave somewhat different than usual. However, we have also found outlier dates we could not connect to a certain event. These outlier dates can be further investigated by the expert in charge to see what the cause of this different behavior could be.
Appendix A  Risk indicator time series

Figures 5a to 5i show the time series of the risk indicators used in this paper. The number in the figure caption refers to the number assigned in Table 2.

Figure 5: Time series of the risk indicators of Table 2. The numbers refer to the numbers of the risk indicator in that table.

(a) Use of operational capacity (indicator 1).
(b) Throughput guideline (indicator 2).
(c) HHI outgoing turnover (indicator 3).
(d) HHI total turnover (indicator 4).
(e) HHI degree (indicator 5).
(f) HHI eigenvector centrality (indicator 6).
(g) Hub centrality (indicator 7).
(h) Authority centrality (indicator 8).
(i) Turnover to other FMIs (indicator 9).
(j) Net bilateral flows (indicator 10).
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