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1. Introduction

Since the global financial crisis started in 2007, the Eurosystem has injected liquidity on a large scale to the financial system. Liquidity has been supplied by unconventional monetary policy measures. In the beginning of the crisis (2007-2009) this was aimed at supporting the liquidity situation of banks and alleviating the stress in financial markets, where liquidity was rapidly drying up. In a later stage (from 2011 onward) of the crisis, the liquidity injections were mainly aimed at protecting the economy from a credit crunch and low inflation.

By the liquidity operations, the intermediary role of the Eurosystem in financial markets has substantially increased. In the euro area, the interventions of the central bank in markets have become more direct, longer and more extensive. By responding to liquidity stress in the early stage of the crisis, the Eurosystem acted as backstop for system wide liquidity strains, in the unsecured interbank market in particular. In that situation the central bank was complementary to the market which failed in vital segments. With the introduction of very long-term refinancing operations (VLTROs) from 2011 onward, the monetary policy of the Eurosystem has shifted from liquidity easing in the money market to credit easing. This changed the nature of central bank financing from short-term liquidity supply to long-term funding of banks. With the introduction of quantitative easing (QE) in March 2015 in the euro area, the interventions have been further extended, in terms of size, scope and duration. By purchasing assets on a large scale, the supply of liquidity was no longer driven by the demand of banks but has been actively pushed by the central bank. This supply driven expansion of liquidity has boosted excess liquidity to record high levels (Figure 1).

Figure 1. Excess liquidity in euro area

Note. Excess liquidity refers to the reserves of banks on the Eurosystem’s current account and deposit facility minus reserve requirements. Amounts in EUR billion, monthly average.

By their unconventional monetary policy measures central banks have increasingly taken over critical market functions. In first instance this concerned functions where the market failed, but gradually also functions which the market could fulfill by itself. First, the Eurosystem took over maturity transformation from the market by extending long-term loans to banks and purchasing long-term
bonds. Second, liquidity transformation has been taken over from the financial sector by transforming less liquid assets in central bank reserves through collateral in refinancing operations and purchases of less liquid securities. Third, the Eurosystem has taken over credit risk from the market by becoming a central counterparty in money market transactions.

By taking over critical market functions, the Eurosystem has obtained a dominant role in allocating liquidity. This has impacted on the behavior of market participants, trading volumes and price formation and so has changed the way financial markets work. The market impact increases the longer the central bank intervenes. Investors then become more dependent on central bank liquidity by adjusting their investment positions on the presumption of extended liquidity supply (e.g. by increasing leverage or reducing protection against downward risks). Market functioning so becomes endogenous on central bank measures. This can be reinforced by the perception that unconventional monetary policy is not a temporary phenomenon, but part of a new normal (Friedman, 2014). According to Borio (2014), central banks have created an illusion of permanent liquidity by their unconventional monetary policy measures. As a consequence, phasing out such policy becomes harder the longer it is active.

Complexity theory provides a framework to analyze the impact of central bank interventions on the financial system. The theory describes critical transitions in complex systems that can occur due to changes in external conditions. It assumes that systems evolve as dis-equilibrium processes. In the literature, complexity theory is usually applied to research critical transitions in eco-systems (Scheffer et al., 2009). Some studies also apply it to financial data, by using complexity indicators to detect financial crises (Guttal et al., 2016, Diks et al. 2015 and Quax et al., 2013). The added value of our paper is that we apply complexity theory to regime shifts in the configuration of interest rates, linking them to the increase of excess liquidity. We assume that the excess liquidity created by the central bank represents a change in external conditions which fundamentally changes market functioning. The increased intermediary role of the Eurosystem went in tandem with a reduction of market liquidity and interbank trading. Thereby, the increased dependence on central bank liquidity may have weakened the resilience of markets, making them more prone to a (small) shock, such as an adjustment of market expectations on monetary policy. Feedback effects, following from the reactions by investors who readjust their portfolios, can exacerbate the shock effects. This may give rise to critical transitions in the system that will be reflected in shifts in interest rates, as key indicators of supply and demand conditions in financial markets.

We test whether indicators taken from complexity theory provide signals of shifts in financial markets, interest rates in particular, caused by excess liquidity. We find that the complexity indicators - i.e. critical slowdown, rising autocorrelation and variance, increasing skewness and flickering – indeed flag the shift to a corridor system in the money market in 2009 and to a safety trap in the bond market.
in 2015 in advance. Moreover, there is evidence for a link between these indicators and excess liquidity. The results underline that the functioning of financial markets is endogenous on the actions of the central bank, as they influence the behavior of market participants and thereby may engender feedback effects that can lead to critical transitions in markets.

The rest of this paper is organized as follows. Section 2 outlines complexity theory and the indicators that may flag critical transitions. In section 3 we outline the model which puts the theory in an economic context. Section 4 applies complexity theory to financial markets, interest rates in particular. In section 5 we explain how tipping points are dated, after which section 6 analyzes to what extent the complexity indicators are useful signals of critical transitions in euro area interest rates. In section 7 we discuss the results and section 8 concludes.

2. Complexity theory

2.1 Literature

Complexity theory is usually applied to analyze critical transitions in eco-systems. For instance with regard to the loss of sea-ice due to temperature changes (as described by Bathiany et al., 2016). A complex system can suddenly shift from one equilibrium to another after a tipping point (bifurcation) where the old state become unstable. Van Nes at al. (2016) describe two ways in which such critical transitions can emerge. The first class of transitions is caused by a change in external conditions, which in models is represented by parameter changes. The change of external conditions gradually erodes the resilience of the current state by which it becomes unstable (Figure 2.B). In such a situation the system will balance between the basins of attraction of two alternative stable states. Close to a bifurcation, a small (unexpected) shock can drive the system across the boundary between the attraction basins and cause a critical transition to the new state (Scheffer et al., 2009).

Once a bifurcation is passed, the dynamics of the system accelerate by positive feedback effects, causing a ‘runaway change’ to the new state. Those feedbacks are self-reinforcing mechanisms, driven by the interaction between changes in the system and the inputs. These amplify small changes in large ones. Van Nes et al. (2016) define a situation where accelerating changes caused by positive feedback loops drive the system to a new steady state a ‘tipping point’. Those points can potentially be detected by early warning indicators. In the second class of critical transitions, the state of the system changes by itself, which in models is represented by changes in state variables. The critical transition is then caused by a perturbation of the system’s state due to a fundamental change of its character (Figure 2.C). This transition can also be a ‘noise-induced’ critical transition.
Scheffer et al. (2009) notice that the dynamics of a system near a tipping point have generic properties, regardless of differences in the details of each system. Therefore, sudden transitions in a range of complex systems are in fact related. The financial system as well is assumed to be a complex system, consisting of a highly connected network where dynamics are driven by interactions and feedbacks (Battiston et al., 2016). Following from that, the financial system fits into the first class of complex systems, in which changes in external conditions can make the system brittle and prone to a critical transition. While the cause of the transition is the change in external conditions, the trigger of the transition is usually a small (unexpected) shock which sets the transition dynamics in motion. Tipping points of such transitions can potentially be detected by early warning indicators. They are useful since the loss of resilience of a system in the run-up to a critical transition tends to develop gradually and under the surface. Once a tipping point is passed the manifestations of a critical transition come to the fore. This means that early warning indicators are important for policymakers to detect a critical transition well in advance, which can help to mitigate or prevent a regime shift.

In this paper we assume that the unprecedented increase of excess liquidity caused by unconventional monetary policy represents a change in external conditions that may cause critical transitions in financial markets. Thereby we categorize this to be a phenomenon belonging to the first class of critical transitions. Several other studies have applied complexity indicators to financial data. Guttal et al. (2016) and Diks et al. (2015) use such indicators to detect critical transitions, i.e. crashes, in equity prices and report mixed results. Only some indicators (mainly the variance of equity prices) provide statistically significant early warning signals, or significance is limited to a particular episode or market segment. Quax et al. (2013) find early warning properties in interest rates swaps, traded among banks, prior to the collapse of Lehman Brothers in 2008. In the run up to this event, the swap

Figure 2. Critical transitions

Note. Red arrows denote the change in external conditions (panel B), or the change of the system’s state (panel C). Black arrows denote the transition path. Grey balls denote the state variable in the old - unstable - equilibrium. Black balls denote the state variable in the new equilibrium. Source: Van Nes et al. (2016).
prices showed an increased dependence, signaling a collective transition to a new state. These papers use complexity indicators to detect financial crises, without explicitly linking these to changes in external (market) conditions. The distinguishing feature of our approach is that it takes a fundamental switch in the configuration of interest rates ($r_t$) as the relevant state variable and link it to changes in excess liquidity (changing external conditions, or parameter changes).

2.2 Indicators

From the literature on complex system we take several key indicators that signal whether a system is close to a critical transition (see Scheffer et al., 2009 for an overview) and apply them to the configuration of interest rates.

1. Critical slowing down

Critical slowing down means that a system increasingly slows down in recovering back to equilibrium from small perturbations if the state variable approaches a tipping point. Van Nes and Scheffer (2007) find that a slowing down typically starts far before a bifurcation point and that recovery rates decrease gradually to zero if the tipping point is reached. The recovery to equilibrium slows down due to the loss of resilience of the system. It implies that the system less easily can return to its existing (old) equilibrium after a shock. We measure critical slowdown by the decay rate ($\tau$), which determines the speed by which deviation of state variable $N$ from its initial state $N_0$ at $t = 0$ is reduced (or the speed by which $N$ returns to $N_0$). The decay rate is derived from the half-life ($h$) of the state variable (similar to Bathiany et al., 2016),

$$h = \frac{-t \ ln(2)}{ln\left(\frac{N_t}{N_0}\right)} \quad (1)$$

$$\tau = \frac{ln(2)}{h} \quad (2)$$

with $N_t$ the value of the state variable at time $t$. A slowdown of the recovery is reflected in an increase of $h$ and a decrease of $\tau$.

2. Autocorrelation

The slowing down usually goes in tandem with an increase in autocorrelation in the pattern of system fluctuations. Because the rates of change of the system decrease, the system’s state at a given point in time becomes more and more like its past state (Scheffer et al., 2009). We measure the resulting increase in the persistence of the system variable $N$ by $\rho$, being the coefficient of an AR(1) model,
\( N_t = c + \rho N_{t-1} + \epsilon_t \) \hspace{1cm} (3)

with parameter \( \rho \) being estimated by ordinary least squares (OLS).

3. **Variance**

Model analyses show that well before a critical transition the variance of the state variable increases (Carpenter and Brock, 2006). Due to a slowdown in the recovery of the system, the impact of shocks do not decay so that their cumulative impact increases and thereby the variance of the state variable (\( N \)). We measure the sample variance \( \sigma^2 \) of \( N \) by,

\[
\sigma^2 = \frac{1}{n-1} \sum_{t=1}^{n} (N_t - \mu)^2
\]

(4)

with \( n \) the horizon over which the variance of state variable \( N \) is measured and \( \mu \) the sample mean of the state variable.

4. **Skewness**

Before a critical bifurcation the fluctuations of the state variable tend to become increasingly asymmetric (Guttal and Jayaprakash, 2008). Close to a tipping point, the rates of change are lower, implying that the state variable stays longer in the vicinity of the unstable equilibrium (closer to the new state) than in the stable equilibrium. As a result, more observations are in the tail of the distribution of the old state and so the skewness (\( \gamma \)) of the distribution increases. We measure skewness of the sample of states \( N \) by the third standardized moment of the distribution,

\[
\gamma = \frac{m_3}{\sigma^3} = \frac{\frac{1}{n} \sum_{t=1}^{n} (N_t - \mu)^3}{\left[\frac{1}{n} \sum_{t=1}^{n} (N_t - \mu)^2\right]^{3/2}}
\]

(5)

with \( m_3 \) the third central moment of the sample, \( \sigma \) the standard deviation and \( \mu \) the sample mean of the state variable.

5. **Flickering**

Flickering means that close to a bifurcation point the system oscillates between the old and the new state. In the unstable region there are two alternative attractors that move the system back and forth between two states. Flickering can be observed in the frequency distribution of the state variable,
which before a tipping point will increasingly become a mixture of regimes. This can be measured by the bimodality of the distribution, for which we use Sarle’s bimodality coefficient \( \beta \),

\[
\beta = \frac{\gamma^2+1}{\kappa}
\]  

(6)

with \( \gamma^2 \) the skewness and \( \kappa \) the kurtosis. The value of the bimodality coefficient ranges between 0 and 1. A high value of \( \beta \) indicates high flickering, due to low kurtosis (reflecting a flat distribution) and/or high skewness (reflecting an asymmetric distribution).

In section 6 we test whether these early warning indicators are able to detect regime shifts in the configuration of interest rates (state variable \( r_t \)) caused by changing external conditions, in particular the increase of excess liquidity in the euro area since 2007.

3. Model

By applying complexity theory to financial markets we assume that the increase of excess liquidity is equivalent to a change in external conditions (i.e. a parameter change). Initially the provision of liquidity is a desirable intervention in the system, given that the central bank intervenes to alleviate market stress and/or ward off risks to the economy. In those circumstances there are frictions in the financial system which constrain private intermediaries to obtain market funding. Friction \( \omega \) is the parameter which the central bank influences through supplying liquidity. Following Gertler and Kiyotaki (2010) we distinguish a frictionless funding market (\( \omega = 1 \)) from a market with frictions (\( \omega = 0 \)), with (\( 0 < \omega < 1 \)). Frictions can be related to balance sheet constraints that limit arbitrage in the money market or bond market. As a consequence of frictions, there is an excess return (indicated by state variable \( r_t \)), with lending rate \( R_t^L \) being larger than private borrowing rate \( R_t^B \),

\[
r_t = R_t^L - R_t^B
\]  

(7)

In an imperfect market, a crisis is associated with a rise in excess return, e.g. due to increasing risk premia. Extended liquidity supply by the central bank mitigates the friction and reduces the equilibrium lending rate. As a result \( r_t \) declines.

The level of frictions \( \omega \) determines the effectiveness of central bank liquidity supply. Let \( C_t \) be the total liquidity offered to the market. Then lending \( L_t \) by financial intermediaries is given by,
With $B_t$ the funding from the private market. The central bank chooses to fund the fraction $\varphi$ of total lending by intermediaries.

$$C_t = \varphi L_t$$  \hspace{1cm} (9)

If the private intermediaries are balance sheet constrained ($r_t > 0$), the liquidity supply by the central bank expands the lending intermediated by the market,

$$L_t = \frac{1}{1-\varphi} \phi N_t \quad \text{iff} \quad r_t > 0$$  \hspace{1cm} (10)

with $\phi$ the leverage ratio and $N_t$ the capital of financial intermediaries. Equation 10 implies that in a market with frictions, central bank liquidity supply has positive effects on the economy. However, if the intermediaries are not constrained (i.e. $r_t = 0$, implying the market is frictionless with $\omega = 1$), then central bank liquidity supply merely displaces private funding and does not lead to higher lending by intermediaries. Let $L_t^*$ be the total lending consistent with zero excess return in equilibrium, then,

$$L_t^* = B_t + \varphi L_t^* \quad \text{iff} \quad r_t = 0$$  \hspace{1cm} (11)

Here an increase in central bank liquidity supply beyond the liquidity demand crowds out private intermediation one for one. If the friction is close to being resolved (i.e. $r_t \to 0$), the system is closer to a bifurcation beyond which it will cease to function normally, as central bank intermediation replaces private market activity. This is detrimental for the economy, assuming that intermediation by the central bank is less efficient than by private intermediaries.

At $r_t = 0$ the market crosses a tipping point beyond which extended central bank liquidity supply has detrimental effects on market functioning. Larger and prolonged liquidity supply ($\varphi > 1$) further pushes the lending rate $R_t^L$ (which is a broad measure of the return on intermediaries’ assets, including liquidity holdings) below the private borrowing rate $R_t^B$. As a result, the excess return $r_t$ becomes negative and - as reflected by that state variable - the system shifts from a good to a bad equilibrium. $r_t$ also falls because intermediaries are forced to hold the excess liquidity $(\varphi - 1)L_t$ with zero or negative net return,

$$r_t = R_t^L - \left[R_t^B + (\varphi - 1)L_t\right] n_t \quad \text{iff} \quad \varphi > 1$$  \hspace{1cm} (12)
The capital costs $n_t$ of holding excess liquidity on the balance sheet by intermediaries contributes to the negative net excess return. It introduces a new friction in the financial system, to which the system may respond by a critical transition to a new state.

**Figure 3. Fold bifurcation model**

The fold bifurcation model in Figure 3 (taken from Scheffer et al. 2009) depicts the dynamics to the new state. The grey arrows indicate the direction in which the system moves if it is not in equilibrium (that is, not on the curve). The arrows indicate that the curve represents stable equilibria, except for the dashed middle section. If the system is driven slightly away from this part of the curve, it will move further away instead of returning. Hence, equilibria on this part of the curve are unstable and represent the border between the basins of attraction of the two alternative stable states on the upper and lower branches. If the system is very close to a fold bifurcation point (for example point F1 or point F2), a small change in the condition may cause a large shift in the lower branch. Also, close to such a bifurcation a small perturbation can drive the system across the boundary between the attraction basins. Thus, those bifurcations are tipping points at which a tiny perturbation can produce a large transition.

In our model, state variable $r_t$ tracks the dynamics of the system (on the vertical axis in Figure 3) and $\varphi$ reflects the external conditions on the horizontal axis. By providing more liquidity than the demand for it (i.e. creating excess liquidity by $\varphi > 1$), the central bank changes the parameter of the system, reflected by the decline of friction parameter $\omega$. This goes in tandem with an increasingly negative excess return $r_t$. The acceleration of state variable $r_t$ after bifurcation point F2 reflects the accelerating dynamics of the system, which are driven by positive feedback effects. The dynamics cause a ‘runaway change’ to the new state, in which new frictions impair private intermediation.
4. Application

4.1 Critical transitions in interest rates

We identify two critical transitions that relate to excess liquidity in the euro area. These transitions are reflected in excess return $u_t$ as represented by the configuration of interest rates (the state variable). The first transition is the regime shift in the unsecured money market, from the traditional corridor system to a floor system in 2009. The second is the critical transition to a safety trap in the bond market, as reflected by the fall of yields on safe assets below the central bank deposit rate in 2015. The shifts in the interest rates in both markets are illustrative for the shift in the excess return $u_t$ to zero or negative values and the subsequent change to a bad equilibrium where private intermediation is crowded out.

With regard to the first transition, until the crisis the benchmark money market rate (EONIA) traded between the lending and deposit rate of the Eurosystem, close to the main refinancing operations (MRO) rate. With balanced liquidity conditions, money market rates in the euro area used to trade in a corridor system (Bindseil, 2016). In response to high stress in the money market, the Eurosystem substantially extended the liquidity supply from October 2008 onward by fixed rate full allotment. This was a desirable intervention which prevented that the system collapsed (it addressed a friction in the system and led to $\tau_t \to 0$). However, in due course the liquidity injections were further extended in terms of size and duration. This saturated the liquidity needs in the system, by which the EONIA fell close to the deposit rate (DFR) in July 2009. So the configuration of money interest rates changed into a de facto floor system (Figure 4).

The narrowing margin between both rates is linked to the increase of excess liquidity, as indicated by the negative slope of the fitted curve in Figure 5. The regime change went in tandem with falling unsecured interbank transactions (shown in the next section), indicating that the functioning of this market segment was impaired. While it is hard to disentangle to what extent the impaired market functioning relates to the crisis (to which the Eurosystem responded) or to the prolonged liquidity provision by the central bank, literature also finds evidence for the latter. Garcia de Andoain et al. (2016) show that higher amounts of excess liquidity are associated with lower levels of interbank activity.

A mechanism that drives this outcome is the diminished, or even negative margin between the private borrowing rate and EONIA which makes it unattractive to lend liquidity to other market participants ($r_t < 0$, assuming that $R_t^L$ falls with the EONIA rate below $R_t^B$, being the private borrowing rate which trades above the DFR). It reflects that extended liquidity supply introduced a new friction in the money market, which impaired private intermediation. The diminished appetite for lending
created an even larger dependence on central bank funding by banks with a liquidity shortage. So bank behavior acts as a feedback mechanism, reinforcing the transition to a floor system. The fact that the floor system has persisted for nearly eight years now indicates that the fall of EONIA to the deposit rate looks like a ‘point of no return’, or a critical transition to a new equilibrium.

The second critical transition is associated with the excess liquidity created by QE since 2015. This has reinforced strong demand for safe assets, short-term bonds of AAA countries in particular. The demand mainly comes from non-banks which have no access to the central bank deposit facility. For them, safe sovereign bonds are an alternative destination for their liquidity holdings. As a result, the interest rate on short-term AAA government bonds (proxy for safe asset) turned negative and fell below the deposit rate (DFR) in March 2015, after which the difference between both rates has accelerated (Figure 6). In terms of the model, a decline of $R^{E}_{t}$ led to an increasingly negative excess return ($r^{E}_{t} < 0$, assuming that $R^{E}_{t}$ falls with the AAA rate below $R^{B}_{t}$, being the private borrowing rate which trades above the risk free AAA bond rate). The capital costs $\pi_{t}$ of banks holding excess liquidity widens the margin further, since it limits banks to arbitrage between the DFR and the AAA bond rate.

The widening margin between the AAA rate and the DFR is linked to the increase of excess liquidity, as indicated by the negative slope of the fitted curve in Figure 7. It reflects a critical transition from normal market conditions - in which the central bank deposit rate is the floor of short-term market rates – to a safety trap, which is characterized by a shortage of safe assets (Caballero et al., 2016). The difference between AAA rates and the DFR reflects a scarcity premium on safe assets, which are in short supply due to the excess liquidity. As a consequence, particular segments of the financial
markets ceased to function normally. Particularly the repo market suffered from the shortage of safe assets, which are an important asset class for collateralized lending and borrowing. The safety trap is reinforced by feedback effects, as banks tend to charge increasingly negative rates on bank deposits if excess liquidity increases. This reinforces the demand for alternative safe and liquid havens like AAA sovereign bonds and reduces bond yields even further.

**Figure 6. Yield on safe assets**

![Graph showing yield on safe assets over time](image)

Note. 3m AAA is the yield on AAA euro area government bonds with 3 months maturity, as constructed by a yield curve model (source ECB Statistical Datawarehouse). DFR is Deposit Facility rate and MRO is rate on Marginal Refinancing Operations of the Eurosystem.

**Figure 7. AAA rate margin and excess liquidity**

![Graph showing AAA rate margin and excess liquidity](image)

Note. Excess liquidity refers to the reserves of banks on the Eurosystem’s current account and deposit facility minus reserve requirements. EONIA volume is unsecured overnight lending in the euro area interbank market (source: Datastream).

### 4.2 Impaired market functioning

The large scale and prolonged central bank liquidity supply has crowded out private intermediation, which according to equation 11 occurs when \( \varphi > 1 \). In a situation of excess liquidity, private market participants have less need to trade among each other, which is exacerbated by the negative excess return \( u_t \) on private lending. Moreover, due to QE there are less tradable securities floating in the market due to the asset purchases by the central bank. This reduces trading volumes and market liquidity (IMF, 2015). While the central bank creates more primary liquidity, it reduces secondary liquidity (market liquidity).

Indications of impaired market functioning in the euro area are the sharp fall in trading volumes in the unsecured interbank market (Figure 8) and the drop in debt securities issued by banks, which had little need to obtain funding from the market (Figure 9). Both examples suggest that the central bank interventions and the related expansion of liquidity have fundamentally changed the nature of financial markets.
The substitution of private market activity with central bank liquidity weakens the resilience of the financial system. At a certain level of excess liquidity the system can come in an unstable region, near a bifurcation (with \( r_t \rightarrow 0 \)). Since market participants increasingly position themselves on the presumption of abundant liquidity, financial markets become more vulnerable to (small) shocks, such as an adjustment of expectations on monetary policy. Feedback effects, following from the reactions by investors, may exacerbate the shock effects. Those effects can be driven by the interaction between changes in supply and demand of liquidity and the inputs, of which market prices are a critical part. Hence a ‘run away’ change of the system is likely reflected in market prices, interest rates in particular, as these are the ultimate price of liquidity. With interest rates as the state variable, they may indicate both the gradual change of the system before bifurcation and the critical transition beyond that point. The transition phase will likely go with (financial) instability, as interest rates may under/overshoot in search for a new equilibrium, causing high volatility in market prices.

5. Dating tipping points

5.1 Markov switching

A statistical method by which a tipping point and a related regime change could be identified is Markov switching regression. The Markov model that we estimate is a univariate autoregressive switching model with two different regimes, each of which is associated with a regime specific intercept,

\[ y_t = c(s_t) + \phi y_{t-1} + \epsilon_t \]  

(13)
Parameter $s_t$ is the regime indicator function that ensures that the constant term $c$ can take two possible values, indicating either the regime before or after critical transition. The dynamics of the regime indicator is described by a two-state Markov chain with transition probability $p_{ij} = p(s_t = j \mid s_{t-1} = i)$ for any $i, j = 1, 2$. The latent driving discrete regime variable captures the effects of exogenous forces impacting on the observable variable via the regime allocation.

Applying the model to the critical transition to a floor system in the money market, $y_t$ denotes the difference between the EONIA rate and the Eurosystem deposit rate (DFR). A regime switch occurs if there is a significant shift in the mean (parameter $c$) difference between the rates. Applying the model to the critical transition to a safety trap in the bond market, $y_t$ denotes the difference between the rate on short-term AAA government bonds and the DFR. A regime switch occurs if there is a significant shift in the mean (parameter $c$) difference between the rates. The first model is estimated using daily observations covering 2006-2010 (covering the shift to the floor system in the money market) and the second model using data covering 2011-2016 (covering the shift to the safety trap). We only include autoregressive terms that are significant, implying the models are both AR(2).\footnote{Break-point unit root tests show that the EONIA - DFR margin and the AAA – DFR margin are both stationary over the full sample period as well as over the sub-sample periods for which the Markov model is estimated, once structural breaks in the series are taken into account (conventional unit root tests are biased toward a false unit root null when the data are trend stationary with a structural break). The inverted AR roots indicate that the estimated models are stationary (the absolute values of the roots lie within the unit circle).}

The parameter estimates in Tables A and B in Annex 1 shows that the two regimes are empirically required by the data, given the statistical significance of the transition probabilities and constant term $s_t$ across the regimes. Figures 9-10 show the smoothed probabilities of the regimes $j = 1, 2$. They point at a regime shift in the money market occurring between October 2008 and 2010 and in the safe asset market during 2015. While the outcomes only provide a rough indication of a regime change in interest rates, they correspond to the economic analysis in the previous section, where we date the critical transition in the money market in July 2009 and in the market for safe assets in March 2015.

To assess the link between the interest rate shifts and excess liquidity, the latter is added to the Markov switching regressions as explanatory variable. The estimation outcomes in Tables A and B in Annex 1 indicate that excess liquidity adds significant explanatory power to the autoregressive terms. The negative coefficient values of the (detrended) excess liquidity variable indicate that a rise (fall) of liquidity is associated with a fall (rise) in the interest rate margin, in line with the assumed relationship between excess liquidity and the interest rates.
There are some well-known drawbacks of a Markov switching approach. It only identifies breaks in linear (autoregressive) relationships of data series, but not the driving factors behind the breaks. In other words, the switching approach is purely statistical and lacks economic foundation. Moreover, the outcomes are dependent on the model set-up and they are sensitive to changing parameter values and to the choice of the (sub)sample periods. Hence, the (explicit or implicit) assumptions in the models could be challenged. For these reasons we use the outcomes of the Markov switching model only as a rough indication, preferring an economic interpretation to date the critical transitions.

5.2 Economic interpretation

In Section 3.2 the critical transition in the money market was dated in July 2009 and in the safe asset market in March 2015. The transition in the money market can be more precisely identified by assuming the moment that the margin between EONIA and DFR becomes persistently smaller than 10 basis points, or in other words, as the moment from which the EONIA has fallen to the DFR within a margin of less than 10 basis points for a prolonged period of time (assuming that fluctuations between 0 and 10 bp are noise). This condition was fulfilled from 1 July 2009 onward, which we therefore date as the critical transition in the money market. A likely trigger for this was the issue of long-term refinancing operations (LTROs) with a maturity of one year by the Eurosystem, of which the first operation was settled end June 2009. Figure 11 shows that the economic interpretation of the critical transition corresponds to the regime shifts identified by the Markov switching model. Dating the tipping point 10 months later than the start of the extended liquidity supply (fixed rate full allotment, October 2008) helps to disentangle the first (intended) effect of the central bank response to market stress from the (unintended) effect of extended liquidity supply.
The critical transition in the bond market can be more precisely identified by assuming the moment that the margin between AAA safe asset rate and DFR becomes persistently negative, or in other words, as the moment from which the AAA rate has fallen below the DFR for a prolonged period of time due to (expectations on) QE. This condition was fulfilled from 11 March 2015 onward, which we therefore date as the critical transition in the safe asset market. A likely trigger for this was the purchase programme of public sector securities (QE) by the Eurosystem, which started on 9 March 2015 and was anticipated by market participants since the announcement on 22 January 2015. Figure 12 shows that the economic interpretation of the critical transition corresponds to the regime shifts identified by the Markov switching model.

Figure 11. Dating shifts in money market

Figure 12. Dating shifts in safe asset market

Note. Markov switching refers to probability of being in the regime with a small difference between EONIA and DFR (floor system), with estimated probability on the vertical axis. Economic interpretation refers to a dummy that is 1 if (EONIA – DFR) < 10 bp and 0 otherwise.

Note. Markov switching refers to probability of being in the regime with a large difference between AAA rate and DFR (safety trap), with estimated probability on the vertical axis. Economic interpretation refers to a dummy that is 1 if (AAA rate – DFR) < 0 bp and 0 otherwise.

6. Outcomes

6.1 Methodology

In this section we test whether the indicators defined in Section 2 are able to detect the regime changes in the money market and safe asset market. With regard to the slowdown indicator (decay rate $\tau$), a decline to a very low value would signal a critical transition, while for the other indicators (autocorrelation $\rho$, variance $\sigma^2$, skewness $\gamma$ and flickering $\beta$) a rise to a very high value would signal a
critical transition. The early warning indicators are calculated over a moving window of 100 days, similar to Diks et al., 2016.

We use two statistical methods to assess whether a signal is classified as significant that are common in the literature on complexity indicators. By the first method a signal is classified as significant if it exceeds the 5% tail of the distribution within a period of 100 trading days before the critical transition. This uses the first moment of the indicator as criterion. The 5% interval is measured as either the 5% tail of the distribution of the complexity indicator for the difference between EONIA and DFR (shift to floor system), or the 5% tail of the distribution of the complexity indicator for the difference between the AAA rate and DFR (shift to safety trap). The distributions cover the full sample of those series (2005-2016). We use the 5% percentile as threshold because the indicator series are not normally distributed, implying that thresholds based on the assumption of normality are not appropriate.

By the second method a signal is classified as significant if it has a significant trend 100 trading days before the critical transition (downward trend in case of the slowdown indicator; upward trend in case of autocorrelation, variance, skewness and flickering). This uses the second moment of the indicator as criterion. The significance of the trend is tested by the Kendall rank correlation (K-r), measuring the concordance between the indicator and a time variable (Dakos et al., 2008). The K-r is in the range of [-1, 1], with a value close to -1 indicating a strong downward trend (discordance between early warning indicator and time) and a value close to +1 indicating a strong upward trend (concordance between early warning indicator and time). The significance of the K-r ratio is assessed by the p-value.

6.2 Early warning signals

Figures 13-14 show that a critical slowdown occurs both before the critical transition in the money market and the safe asset market. In both cases, the decay rate touches the lower 5% interval of the distribution within a horizon of 100 trading days before the transition (red circles in the figures). In the run-up to these lows, the decay rate falls from high levels, indicating a slowing down of the recovery. According to the negative value of the K-r ratio there is a significant downward trend of the indicator 100 days before the critical transition in the money market (Figure 13). However, the positive value of

---

2 Moving estimation windows smaller than 100 observations are deemed too short to obtain reliable estimates of the time-varying indicators. Besides, the moving windows over which the indicators are calculated reduce the sensitivity of the indicators to end-of-month spikes in money market rates. This is confirmed by comparing the indicators as calculated including versus excluding the end-of-month data, which shows similar outcomes.

3 Quax et al. (2013) consider that an indicator provides a significant signal if it exceeds a threshold of (3 years moving average) two standard deviations above the mean (threshold is a critical level of the series). Diks et al. (2015) and Gutttal et al. (2016) use the Kendall rank correlation coefficient as criterion for a significant early warning signal (threshold is a significant change of the series).
The K-r ratio in the safe asset market suggests an upward trend (Figure 14), which contradicts the information from the level of the indicator. The K-r ratio in the safe asset market is influenced by the sharp increase of the decay rate just before the critical transition, indicating that the transition took off.

**Figure 13. Slowdown money market**

**Figure 14. Slowdown safe asset market**

Note. A low value of the indicator signals a critical transition. Horizontal dotted line is 5% significance interval. Vertical bold line dates the critical transition. Slowdown measured by (the absolute value of) the half-life of the margin EONIA-DFR (money market) and 3m AAA-DFR (safe asset market), over 100 days rolling window.

Figures 15-16 show that the memory of the system (autocorrelation) peaks both before the critical transition in the money market and in the safe asset market. In both cases, the autocorrelation measure exceeds the upper 5% interval of the distribution within a horizon of 100 trading days before the critical transition (red circles in the figures). It confirms that the state of the market at a given point in time becomes more and more like its past state, like the signal of a critical transition in a complex system. The positive and significant values of the K-r ratios confirm the signaling property of the indicator, as they point at a strong upward trend of autocorrelation 100 days before the critical transition in both the money and safe asset market.
Figures 17-18 show that the variance of the state variable is significantly high before the critical transition in the money market, but not in the safe asset market. In the money market the variance of the EONIA-DFR margin clearly exceeds the upper 5% interval within a horizon of 100 trading days before the critical transition (red circle in Figure 17). In contrast to that, the variance of the 3m AAA-DFR margin remains far from the 5% interval in Figure 18, since the tail of the distribution of that margin refers to the 2008-2009 period when financial markets were extremely volatile. The information from the Kendall rank correlation is mixed. According to the negative value of the K-r ratio there is a significant downward trend of the indicator 100 days before the critical transition in the money market (Figure 17), while the positive value of the K-r ratio flags an upward trend in the safe asset market (Figure 18). The latter is in line with the information from the level of the indicator.

Note. A high value of the indicator signals a critical transition. Horizontal dotted line is 5% significance interval. Vertical bold line dates the critical transition. The indicator shows the variance of the margin EONIA-DFR (money market) and 3m AAA-DFR (safe asset market), over 100 days rolling window.
Figures 19-22 show that skewness and flickering of the state variables have similar patterns. Both indicators are significantly high with regard to the 3 month AAA – DFR margin (Figures 20, 22), signaling a critical transition in the safe asset market within a horizon of 100 trading days. Skewness and flickering also peaked before the critical transition in the money market (Figures 19, 21), but they did not exceed the 5% interval there. The similarity of the pattern of both indicators shows that they measure a similar phenomenon, namely the extent to which the system is in the vicinity of an unstable region, bordering a new state. The positive and significant values of the K-r ratios confirm the signaling property of the indicators, as they point at a strong upward trend of skewness and flickering 100 days before the critical transitions in both the money and safe asset market.

**Figure 19. Skewness money market**

**Figure 20. Skewness safe asset market**

Note. A high value of the indicator signals a critical transition. Horizontal dotted line is 5% significance interval. Vertical bold line dates the critical transition. Indicator measured by the (absolute value of) skewness of the margin EONIA-DFR (money market) and 3m AAA-DFR (safe asset market), over 100 days rolling window.

**Figure 21. Flickering money market**

**Figure 22. Flickering safe asset market**

Note. A high value of the indicator signals a critical transition. Horizontal dotted line is 5% significance interval. Vertical bold line dates the critical transition. Indicator measured by the flickering of the margin EONIA-DFR (money market) and 3m AAA-DFR (safe asset market), over 100 days rolling window.
Above we report the naïve p-values of the K-r ratios, ignoring the serial dependence of the indicator values due to the moving window. To correct for this, each K-r ratio is also calculated for a large number of bootstrap series. Following Diks et al. (2015) the corrected p-value is the estimated probability that a K-r ratio of the bootstrap replications is equal or smaller than the K-r ratio of the decay indicator (equal or larger than the K-r ratio of the other indicators) obtained from the original series. In other words, the corrected p-value is the fraction of bootstrap indicator values with a K-r ratio at least as low (slowdown indicator), or at least as high (correlation, variance, skewness, flickering) as the K-r ratio of the original series. For each of the complexity indicators 1000 independent bootstrap series are generated. Table 1 shows that two K-r ratios based on the original series that have the right sign and are significant are not significant according to the bootstrap analysis (i.e. autocorrelation in the money market and skewness in the safe asset market). The significant trends that we found above in the slowdown and skewness indicators in the money market and in the autocorrelation and flickering indicators in the safe asset market are confirmed by the bootstrap analysis.

Table 1. P-values of K-r ratio obtained by bootstrap replications

<table>
<thead>
<tr>
<th>EONIA rate – DFR</th>
<th>Slowdown</th>
<th>Autocorr</th>
<th>Variance</th>
<th>Skewness</th>
<th>Flickering</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value</td>
<td>0.02**</td>
<td>0.15</td>
<td>0.92</td>
<td>0.02**</td>
<td>0.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AAA rate – DFR</th>
<th>Slowdown</th>
<th>Autocorr</th>
<th>Variance</th>
<th>Skewness</th>
<th>Flickering</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value</td>
<td>1.00</td>
<td>0.10*</td>
<td>0.12</td>
<td>0.35</td>
<td>0.06*</td>
</tr>
</tbody>
</table>

Likelihood of obtaining a K-r ratio by chance (bootstrap series) that is equal or smaller (slowdown indicator), equal or larger (other indicators) than the K-r ratio based on the original series. Number of bootstrap replications is 1000.
*** significant at 1% level, ** 5% level, * 10% level.

6.3 Signaling quality

The quality of the early warning indicators can be assessed by analyzing how many times they provide a correct or a false signal for a critical transition. In the literature, non-parametric early warning signals are usually assessed by comparing type 1 and type 2 errors (see for instance Comelli, 2014). A type 1 error occurs if the indicator does not issue a signal, although the event happens later on (the crisis is missed). A type 2 error occurs if the indicator does issue a signal, although the event does not happen (false alarm). The number of type 1 versus type 2 errors depends on the threshold value of the early warning indicator. In our application we chose as threshold value the 5% tail of the historic distribution of the complexity indicators. This rather strict threshold biases the signaling outcomes to type 1 errors
and limit type 2 errors (a stricter threshold means less false alarms are issued, but more events are missed). We deliberately choose this strict threshold since our analysis in essence is an ex-post exercise to demonstrate the use of complexity theory. If the complexity indicators would be used to detect tipping points in a forward looking way, it would be useful to choose a less strict threshold, to reduce the number of missed tipping points. Table 2 confirms that the type 2 errors of the complexity indicators are small compared to the type 1 errors. The errors are based on the full sample period 2005-2016 and critical transitions in the money market are dated when \((EONIA - DFR) < 10 \text{ bp}\) and in the bond market when \((3m \text{ AAA rate} - DFR) < 0\). The signals of the early warning indicators are taken into account only if they are issued within a horizon of 100 trading days before a critical transition. Mind that this statistical analysis of the signaling quality is less appropriate for complexity indicators, since it assumes multiple critical transitions in the sample period, which is not likely according to complexity theory.

### Table 2. Type 1 and type 2 errors

<table>
<thead>
<tr>
<th></th>
<th>Slowdown*</th>
<th>Autocorr</th>
<th>Variance</th>
<th>Skewness</th>
<th>Flickering</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EONIA rate - DFR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1 error</td>
<td>0.87</td>
<td>0.95</td>
<td>0.97</td>
<td>0.93</td>
<td>0.84</td>
</tr>
<tr>
<td>Type 2 error</td>
<td>0.08</td>
<td>0.05</td>
<td>0.06</td>
<td>0.04</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>AAA rate - DFR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1 error</td>
<td>0.84</td>
<td>0.85</td>
<td>0.83</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>Type 2 error</td>
<td>0.07</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

* For the slowdown indicator a low value implies a relevant early warning signal; for the other indicators a high value implies a relevant early warning signal (relevant in the sense that they are issued within a horizon of 100 days before a critical transition).

Note: Critical transition in money market assumed if \((EONIA - DFR) < 10 \text{ bp}\). Critical transition in safe asset market assumed if \((\text{AAA rate} - DFR) < 0\). Type 1 error: \(\frac{\text{number of missed signals 100 days before critical transition}}{\text{total number of critical transitions}}\). Type 2 error: \(\frac{\text{number of false signals 100 days before critical transition}}{\text{days without critical transition}}\), taking into account the full sample period 2005-2016.

Another method to test the signaling quality is the receiver operating characteristic curve (ROC). This non-parametric approach maps all possible trade-offs between type 1 and type 2 errors for every possible threshold value of the indicator. The area under the ROC curve (AUROC) measures the indicator’s performance in a single metric. AUROC ranges from 0 to 1. It takes the value 0.5 for uninformative indicators. AUC is larger than 0.5 if the indicator is informative and stochastically larger before a tipping point than in normal times. This applies to the autocorrelation, variance, skewness and flickering indicators. Conversely, AUROC is smaller than 0.5 if the signal is informative and
stochastically smaller before a tipping point than in normal times. This applies to the slowdown (decay) indicator. To test for the early warning properties of the indicators, AUROC values have been calculated for a horizon of 0 to 100 days before a critical transition. The critical transitions are dated according to the same definition as explained above and applied to the full sample period 2005-2016.

The outcomes of the ROC analysis in Annex 2 show that the signaling quality of the indicators is mixed. The slowdown indicator (decay rate) is significantly higher than 0.5, whereas a value below 0.5 is in line with complexity theory. The autocorrelation indicator is only significantly higher than 0.5 around 20 days before the critical transitions in the safe asset market. The variance indicator is significantly below 0.5 in both the money market and safe asset market, while a value higher than 0.5 would have been expected. The skewness and flickering indicators perform best; their values are (borderline) significantly above 0.5 in both markets over the 100 days horizon. Mind that the caveat mentioned above also applies here; a ROC analysis is less appropriate for complexity indicators, since it assumes multiple critical transitions in the sample period, which is not likely according to complexity theory.

6.4 Link to excess liquidity

The scatter plots in Annex 3 link the early warning indicators to the excess liquidity in the financial system. The long tail at the right-side of Figure A.2 show that the decay rate is lowest when excess liquidity is high. It suggests that the system becomes increasingly less resilient when excess liquidity rises (the interest rate margins less easily return to their existing (old) equilibrium after a shock). This is in line with complexity theory, assuming that excess liquidity represents a change of external conditions in financial markets. While the link between excess liquidity and the autocorrelation measures is not obvious (Figures A.3-4), there seems to be a positive link between the variance indicator and excess liquidity in both the money market and the safe asset market (Figures A.5-6). The variance tends to be high when excess liquidity is high, in line with what could be expected from complexity theory. In the safe asset market, the skewness and flickering indicators have no obvious link with excess liquidity (Figure A.7), but in the money market there is a clustering of high values of skewness and flickering at high levels of excess liquidity (Figure A.8). Overall the findings seem to confirm the link between early warning indicators of critical transitions in the configuration of interest rates (i.e. the state variable) and excess liquidity (the external market condition).
7. Discussion

It can be disputed to what extent the indicators of natural systems are applicable to economic and financial systems. In natural systems there are stable laws of nature that drive patterns and changes in the dynamics of systems. Hence, these dynamics are largely deterministic. However, economic and financial systems have another layer of complexity, because changes in the system interact with ‘intelligent’ agents. They process information and form expectations on how the system will develop in the future. Agents have the ability to learn and adapt their behavior in response to early warning signals. This drives their behavior by which the dynamics in the systems are indeterministic. Diks et al. (2016) mention this as a reason for complexity indicators being not suitable for financial markets data. However, the behavior of market participants have the propensities for irrational reactions and myopic foresight (Kindleberger, 1978). This can result in trend-following and herding behavior, reinforced by positive feedbacks between market prices and investment positions. Such dynamics can lead to persistent deviations of market prices from equilibrium and make the system prone to shocks. At a tipping point market prices may crash in search for a new equilibrium. Such dynamics, driven by the behavior of interacting agents, are very similar to the dynamics in complex systems as we described before. Another argument that calls for cautiousness in applying complexity indicators as early warning signs in financial markets is that the absence of stable laws of nature implies that each financial crisis has different features. This also applies to the two regime shifts of interest rates that we describe. However this argument is not an issue for an ex-post analysis which detects patterns in past dynamics of a system, as we do in this paper. We apply complexity indicators not to predict future tipping points, but to describe past regime shifts and show that the dynamics are in line with complexity theory.

Another issue with regard to the behavior of market participants is that it complicates the distinction between intended and unintended effects of central bank policies. Excess liquidity has been created by the Eurosystem for good reasons. In 2007-2009 it alleviated the liquidity stress in financial markets, while from 2011 onward the liquidity injections have protected the economy from a credit crunch and low inflation. However, applying the complexity framework to the money market and the safe asset market shows that excess liquidity can cause a critical transition in the financial system. At a certain high level of excess liquidity the functioning of market segments can fundamentally change, as reflected in regime shifts in the configuration of interest rates. The assumption underlying our analysis is that the new equilibrium is problematic, parallel to eco-systems where for instance the loss of sea ice can raise the sea level, increasing the risk of flooding. In the two interest rate configurations explored in this paper, the new state seems to be problematic because it goes in tandem with impaired market functioning. If that would hamper an efficient allocation of finance in the economy it can have welfare costs. Moreover, a bifurcation can be a point of no return, after which a return to the old state
is hard to realize. The fact that the floor system in the money market has been there already for many years and the fact that QE seems notoriously hard to end (because tapering may cause volatility in financial markets) are illustrative in that respect. The new state is endogenous on the interventions by the central bank, which market participants increasingly ingrain in their behavior the longer the inventions persist. This comes with the risk that at some point (of excess liquidity) the market may not be able to function on its own anymore.

For central banks the information coming from complexity indicators is useful because it shows that supporting banks and markets by injecting liquidity can change the financial system to a new state where economic relations and relative prices behave differently. In that state, private market activity may be discouraged due to the increased intermediary role of the central bank. The risk of such unintended side effects increase the longer the interventions persist and the more the excess liquidity rises. Central banks should weight the intended effects of their measures with the potential unintended side-effects. Complexity theory can help to strike the right balance here.

8. Conclusion

Complexity theory provides a useful framework to describe critical transitions in financial markets. The excess liquidity injected by the Eurosystem can be assumed to be a change in external market conditions, which may cause a regime shift in the configuration of interest rates. Indicators taken from complexity theory - i.e. critical slowdown, rising autocorrelation and variance, increasing skewness and flickering - appear useful instruments to describe the shift to a corridor system in the money market in 2009 and to a safety trap in the bond market in 2015. We find evidence for a link between these indicators and the excess liquidity.

The complexity approach provides central banks a new framework to assess the (unintended) consequences of their interventions in financial markets. It underlines that the functioning of markets is endogenous on central bank’s actions, as they influence the behavior of market participants and the configuration of interest rates. This may engender feedback effects that can lead to critical transitions in the financial system which may be hard to redress. These insights can help central banks to strike the right balance between their intention to support the financial system by injecting liquidity and the potential unintended side-effects on market functioning.
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Annex 1.

A. Estimation output for money market
Markov switching regression (2 regimes, switching in mean)
Dependent variable is difference between EONIA rate and deposit rate (DFR)
sample period 2006-2010 (daily observations)

<table>
<thead>
<tr>
<th>EONIA - DFR</th>
<th>EONIA - DFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coeff.</td>
<td>sign.</td>
</tr>
<tr>
<td>constant (1)</td>
<td>0.48</td>
</tr>
<tr>
<td>constant (2)</td>
<td>0.80</td>
</tr>
<tr>
<td>EONIA - DFR_{t-1}</td>
<td>0.88</td>
</tr>
<tr>
<td>EONIA - DFR_{t-2}</td>
<td>0.11</td>
</tr>
<tr>
<td>Excess liquidity(^1)</td>
<td>0.94</td>
</tr>
<tr>
<td>(P_{11})</td>
<td>0.95</td>
</tr>
<tr>
<td>(P_{22})</td>
<td>0.93</td>
</tr>
<tr>
<td>number of obs.</td>
<td>1074</td>
</tr>
<tr>
<td>AIC</td>
<td>-2.40</td>
</tr>
<tr>
<td>SIC</td>
<td>-2.37</td>
</tr>
</tbody>
</table>

\(^1\) Excess liquidity is 5 days moving average of excess liquidity (detrended).

***, **, * denote p-values less than or equal to 1%, 5%, 10%, respectively.

B. Estimation output for safe asset market
Markov switching regression (2 regimes, switching in mean)
Dependent variable is difference between AAA govt bond rate and deposit rate (DFR)
sample period 2011-2016 (daily observations)

<table>
<thead>
<tr>
<th>AAA - DFR</th>
<th>AAA - DFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coeff.</td>
<td>sign.</td>
</tr>
<tr>
<td>constant (1)</td>
<td>-0.23</td>
</tr>
<tr>
<td>constant (2)</td>
<td>-0.09</td>
</tr>
<tr>
<td>AAA - DFR_{t-2}</td>
<td>0.86</td>
</tr>
<tr>
<td>AAA - DFR_{t-3}</td>
<td>0.12</td>
</tr>
<tr>
<td>Excess liquidity(^1)</td>
<td>-0.03</td>
</tr>
<tr>
<td>(P_{11})</td>
<td>0.98</td>
</tr>
<tr>
<td>(P_{22})</td>
<td>0.99</td>
</tr>
<tr>
<td>number of obs.</td>
<td>1417</td>
</tr>
<tr>
<td>AIC</td>
<td>-4.69</td>
</tr>
<tr>
<td>SIC</td>
<td>-4.67</td>
</tr>
</tbody>
</table>

\(^1\) Excess liquidity is 5 days moving average of excess liquidity (detrended).

***, **, * denote p-values less than or equal to 1%, 5%, 10%, respectively.
Annex 2. Outcomes of ROC analysis

A. Switch to floor system in money market

Slowdown (decay)  
Autocorrelation  
Variance  
Skewness  
Flickering  

Note: Area under the receiver operating characteristic curve (AUROC) along y-axis (red line), Horizon: days before the critical transition in the money market (1 July 2009). Dashed lines: 95% confidence intervals.
B. Switch to safety trap in bond market

\[ \text{Slowdown (decay)} \]
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\[ \text{Skewness} \]

\[ \text{Flickering} \]

Note: Area under the receiver operating characteristic curve (AUROC) along y-axis (red line), Horizon: days before the critical transition in the safe asset market (11 March 2015). Dashed lines: 95% confidence intervals.
Annex 3.

Figure A.1. Slowdown money market

Figure A.2. Slowdown safe asset market

Figure A.3. Autocorrelation money market

Figure A.4. Autocorrelation safe asset market

Figure A.5. Variance money market

Figure A.6. Variance safe asset market

Figure A.7. Skewness money market

Figure A.8. Skewness safe asset market
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