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Abstract

We study the impact of potentially inflated credit ratings in bond markets using
experimental coordination games. Theoretical models featuring a feedback effect be-
tween capital markets and the real economy suggest that inflated ratings can have
both positive and negative effects. Comparing markets with and without a credit rat-
ing agency, we find that ratings significantly influence investor behaviour and capital
allocation to firms. While we find evidence for both positive and negative real effects
of potentially inflated ratings, the presence of a rating has an overall positive effect.
We examine the mechanisms underlying these real effects, and find that they operate
mainly through investors’ beliefs about others’ behaviour, and less so through beliefs
about the firm’s fundamentals.
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1 Introduction

The feedback effects between capital markets and the real economy are often understated.

Credit ratings play a pivotal role in this intricate relationship, as they do not merely reflect

firms’ creditworthiness, but also affect it (Manso, 2013). They do so by shaping investors’

decisions on where to allocate their capital, subsequently affecting access to credit and the

associated borrowing costs.

Yet, the ’issuer-pays’ business model used by the leading credit rating agencies (CRAs) has

raised concerns about potential rating inflation (i.e., instances when a CRA may overesti-

mate a firm’s creditworthiness), which could result in adverse effects on the functioning of

the feedback mechanism between financial markets and the real economy.1 The potential

consequences of inflated credit ratings can be significant. They promote capital misallo-

cation, distortion of market prices, and a false sense of security for investors.2 Investors

may be lured into taking on more risk than they can handle, while issuers may be able to

access cheaper funding than they deserve. Inflated credit ratings can also lead to moral

hazard problems with adverse real economic effects, where issuers take on more risk than

they otherwise would. At the same time, inflated ratings can also foster market liquidity and

facilitate firms’ access to credit markets, which can benefit economic growth, particularly

when improved financing conditions enable efficient investments. Understanding the role

that inflated ratings play in shaping investors’ behaviour and decision-making is empirically

challenging, as it is difficult to establish the causal impact of ratings on investors’ or firms’

decisions, particularly in environments where multiple equilibria may be present (Boot et al.,

1See, for example, Ashcraft and Schuermann (2008), Jiang et al. (2012), Alp (2013), Cornaggia and
Cornaggia (2013), White (2013), and Fulghieri et al. (2014). Factors that can lead to credit inflation include
conflicts of interest, such as the desire to maintain a good relationship with an issuer (Mählmann, 2011; He
et al., 2012; Strobl and Xia, 2012; Frenkel, 2015); (lax) regulation (Opp et al., 2013; Bae et al., 2015); the
pressure to retain market share (Becker and Milbourn, 2011; Bolton et al., 2012; Baghai and Becker, 2020);
or ratings-shopping (Skreta, 2009; White, 2010; Bongaerts et al., 2012).

2During the Global Financial Crisis, large losses on highly-rated securities and their downgrades indicated
that these securities had inflated ratings (US Senate, 2007; Benmelech and Dlugosz, 2009a,b; Griffin and
Tang, 2011, 2012; US Government, 2011; Griffin et al., 2013). Major rating agencies, such as Moody’s and
Standard & Poor’s, paid more than $1 billion in legal settlements to resolve allegations arising from their
role in providing inflated ratings to mortgage-related securities in the run-up to the financial crisis.
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2006).3 In this paper, we design a laboratory experiment that allows us to overcome some of

these challenges by providing an ideal environment to study investors’ reactions to inflated

ratings.

We provide evidence on the informational role of (potentially) inflated credit ratings and their

impact on investment decisions. We adapt Goldstein and Huang’s (2020) bond financing

model to derive predictions that guide our experimental design. A firm can invest in two

types of risky projects: low-risk or high-risk. To undertake a project, the firm uses two

sources of financing: internal funds from ongoing activities and external financing from the

bond market. The low-risk project has a higher net present value than the high-risk project

but requires a larger investment due to its scarcity and associated cost of screening. If the

firm cannot secure enough funds to undertake the efficient, low-risk project, it can either

invest in a high-risk project or default. Default occurs in the model whenever external funds

are insufficient to cover the firm’s losses from existing activities.

The firm raises external financing from investors who receive noisy private signals about

the firm’s internal funds (representing its fundamentals). Additionally, these investors may

observe a publicly available credit rating. A forward-looking CRA perfectly observes the

firm’s fundamentals and assesses its creditworthiness by assigning either a good (potentially

inflated) or a bad (perfectly revealing) rating.4 A credit rating is inflated when the rating

agency pools high- and low-risk firms together by giving them a good rating, thus not

accurately reflecting the true quality of high-risk firms. Nevertheless, such a rating conveys

positive information about a firm by signaling lower default risk, attracting more investors

to buy bonds. The resulting increased availability of external financing, in turn, influences

the firm’s project choice. The model allows for positive and negative real effects of inflated

ratings, depending on parametrization. A positive real effect occurs when a firm that would

3While several studies document a positive correlation between changes in ratings and firms’ and investors’
decisions, these studies often face an endogeneity problem, as it is difficult to causally show that investors
react to the change in rating itself and not some underlying firm fundamental that is observed by both
investors and the rating agency (Cornaggia et al., 2018).

4A firm receives a good rating when its internal funds are above a specific (default) threshold. When
deriving the threshold, the rating agency considers the effect of the rating on investors’ and the firm’s
decisions.
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have chosen a high-risk project in the absence of a credit rating instead undertakes a low-

risk project due to improved access to finance. Conversely, a negative real effect emerges

when a firm that would otherwise have defaulted in the absence of the rating gambles for

resurrection by investing in the inefficient high-risk project.

We design a laboratory experiment that allows us to evaluate these two opposing effects

while controlling for investors’ information sets and firm fundamentals. In the experiment,

participants act as investors tasked with deciding whether to purchase or not a firm’s bond.

They play a five-person coordination game where their payoffs from investing depend on

whether the firm undertakes the low- or high-risk project or defaults. The firm’s decision is

mechanical and depends on the number of investors financing the firm and the firm’s fun-

damentals.5 Before participants make their investment decision, they receive a noisy private

signal about the firm’s fundamentals (i.e., internal funds). We then elicit participants’ beliefs

about the true value of fundamentals and how many investors buy the bonds. We consider

two treatments in a between-subject design: (i) a Baseline treatment, where subjects only

receive the private signal, and (ii) a CRA treatment, where subjects observe a (potentially

inflated) public credit rating about the firm’s ability to repay its creditors in addition to

the private signal. In the CRA treatment participants are not explicitly informed that the

rating may be inflated. Similar to the firm’s decision, the rating is computerized and auto-

matically determined according to the theoretical model’s predictions. Based on the model’s

predictions, we derive several testable hypotheses regarding the positive and negative effects

of inflated ratings for different levels of firm fundamentals.

We find that the firm’s access to external finance differs significantly across the two treat-

ments, conditional on firm fundamentals and the observed rating. First, firms in the CRA

treatment with relatively high (low) fundamentals receive substantially more (less) external

financing than firms with similar fundamentals in the Baseline treatment. Second, observing

(potentially) inflated good ratings induces more investors to buy the firm’s bonds. This

5This experimental design allows us to focus on participants’ decision-making while shutting down the
possibility for firm strategic behaviour.
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facilitates greater investment in low-risk projects (a positive real effect) but also enables

some firms that would otherwise have defaulted to undertake high-risk projects (a negative

real effect). At the same time, we document a strong effect of observing a bad rating. In

the Baseline treatment, the absence of a public rating leads to greater investment in firms

with weak fundamentals, resulting in more firms receiving sufficient funds to pursue high-risk

projects. In contrast, in the CRA treatment, lower investment in weak firms leads to more

defaults rather than the undertaking of high-risk projects, complementing the positive real

effect of good ratings. Overall, across all levels of firm fundamentals, the positive effects

dominate: the treatment with a public rating results in significantly fewer high-risk projects.

To understand the mechanisms underlying these results, we study individual investment be-

haviour and analyze the effects of credit ratings on investors’ actions and beliefs. Our results

suggest that ratings act as strong coordination devices. Investors in the CRA treatment

who observe a good (bad) rating are more (less) likely to buy the firm’s bonds than investors

in the Baseline treatment. The mechanism operates as follows. Following a good (poten-

tially inflated) rating, investors hold significantly higher beliefs about the number of others

investing and display overoptimism about fundamentals. This strengthens coordination on

investment and, in a setting with feedback effects between financial and real sectors, leads

to more efficient firm investment and improved credit quality for some firms. At the same

time, a good rating enables firms with weak fundamentals to gamble for resurrection by

pursuing high-risk projects. By contrast, a bad rating induces investors to coordinate on

not investing, driven partly by lower expectations about fundamentals, but especially by the

belief that others will not invest. This reduces external funding for weak firms and curtails

their risky investment. Taken together, when ratings may be inflated, both good and bad

ratings enhance coordination in ways that amplify positive real outcomes, underscoring the

powerful role of public signals in shaping individual investment decisions and firm outcomes.

Moreover, the rating acts as a strong focal point, enabling coordination around both good

and bad ratings. This mechanism explains why we observe an overall positive effect of in-

flated ratings: in the Baseline treatment, the absence of such a focal point leads to excessive
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investment in defaulting firms.

Our paper relates to several strands of the literature. There is a rich theoretical literature

on the real effects of financial markets (see Bond et al., 2012; Goldstein, 2023, for reviews),

with several works specifically focusing on the real effects of credit ratings (Boot et al.,

2006; Jeon and Lovo, 2013; Manso, 2013; Hirth, 2014; Goel and Thakor, 2015; Fulghieri

et al., 2014; Sangiorgi and Spatt, 2017; Donaldson and Piacentino, 2018; Daley et al., 2020;

Parlour and Rajan, 2020; Terovitis, 2020). Our empirical results are consistent with the

theoretical predictions from Boot et al. (2006), who show that credit ratings can serve as

coordination mechanisms.

Second, our paper relates to the empirical literature that attempts to identify the causal

effects of ratings on investors’ decisions. Several papers exploit various exogenous changes in

firms’ ratings that are unrelated to fundamentals (e.g., rating refinements or automatic rat-

ing downgrades due to sovereign risk) to overcome the endogeneity concern that the change

in rating and the change in investors’ behaviour can be driven by the same (unobserved) con-

founding factors (see, for example, Kliger and Sarig, 2000; Kisgen, 2009; Tang, 2009; Sufi,

2009; Bannier and & Hirsch, 2010; Kisgen and Strahan, 2010; Ellul et al., 2011; Almeida

et al., 2017; Cornaggia et al., 2018).6 However, this literature cannot assess the informa-

tional role of inflated ratings, as one cannot empirically observe which ratings are inflated.

Using a laboratory experiment allows us to overcome this obstacle and study the informa-

tional channels through which rating inflation can affect investors’ decisions and market

outcomes. While laboratory experiments, by their nature, have limitations in generalizing

findings to broader contexts, the same is true for any empirical study in a specific institu-

tional setting. Various factors, including portfolio structure, household wealth, and financial

sophistication, influence investment decisions in the bond market. However, our goal is not

the prediction of quantitative effects. Instead, our focus is on gaining a deeper understand-

ing of the fundamental mechanisms at play when public information impacts investment

6This literature finds that CRAs’ actions affect market participants and have real effects on firms’ access
to capital and their investments.
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behaviour within an environment of strategic uncertainty. The evidence suggests that such

qualitative behavioural mechanisms identified in laboratory experiments generalize to non-

student populations (Huck and Muller, 2012; Noussair et al., 2014) and even professionals

(Frechette, 2015; Weitzel et al., 2020). As Levy (1994) argues, experimental participants

create their own frame of mind in which they make decisions for modest stakes in the same

way they would make decisions outside the laboratory for significant stakes.

Third, our work adds to an expanding experimental finance literature (see Sunder, 2007;

Bossaerts et al., 2009; Bloomfield and Anderson, 2010, for reviews). Within this literature,

there are a few experimental studies on credit ratings. Keser et al. (2017) study the repeated

interaction between an issuer and a CRA and find that issuers frequently request ratings,

while the CRA reciprocates with rating inflation. Rabanal and Rud (2017) show how market

structure affects credit ratings. In contrast to these papers, we study the effect of a credit

rating on investors’ decisions. Importantly, in our experiment, participants play the role of

investors who decide whether to buy the firm’s bond, while the decisions of the firm and the

rating agency are based on their optimizing behaviour. Our paper is the first to empirically

study the economic efficiency of inflated ratings when there is a feedback effect between

the real economy and the financial sector. In this aspect, our work relates to Weber et al.

(2018), who study the feedback effect between a bond’s initial public offering price and the

probability of issuer default.

Finally, we add to a rich experimental global games literature that studies participants’ re-

actions to private and public information in contexts of strategic complementarities. Several

papers, including Heinemann et al. (2004), Cabrales et al. (2007), and Cornand and Heine-

mann (2014b), find that participants tend to overreact to public information with public

signals acting as focal points. Public signals bear important welfare implications that de-

pend on the optimal level of social coordination (Cornand and Heinemann, 2014a). Gao

(2008) emphasizes the benefits of transparency in an experimental design based on Allen

et al. (2006), and shows that public information in the form of accounting disclosure leads

to market efficiency by driving market prices close to fundamental values. Sanjay and Maier
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(2016) study the role of the precision of public information on coordination failures and

find that granular disclosure increases participants’ strategic uncertainty, which, in turn, in-

creases the likelihood of coordination failure. We complement this literature by showing how

a public credit rating affects the allocation of capital and market outcomes in the presence

of feedback effects between public signals and the real economy.

Our paper is structured as follows. Section 2 presents a simple model of credit ratings and

investments and formulates the empirical hypotheses. Section 3 describes the experimental

design and procedures. Section 4 shows our results. Section 5 concludes.

2 Theoretical framework, predictions and hypotheses

We sketch a simplified theoretical framework that adapts the model of Goldstein and Huang

(2020) to derive theoretical predictions and hypotheses that guide our experimental design.

In particular, we streamline two dimensions of Goldstein and Huang (2020). First, we sim-

plify the firm’s liabilities and financing structure by focusing on the size of funding available

to the firm and, to a lesser extent, on the financing cost. Second, we use a uniform distri-

bution for fundamentals and signals instead of a common improper prior for fundamentals

and a normal distribution. Our predictions show that the essence of the results of Goldstein

and Huang (2020) carry over in this simplified setting that we consider.7

2.1 Framework

We consider an economy consisting of a continuum of investors endowed with wealth w, a

credit rating agency, and a firm that raises financing from the bond market. There are three

dates (0, 1, 2), no discounting and all agents are risk-neutral. The timing of the game is as

follows. At t = 0, the CRA assigns a credit rating to the firm (the issuer). Investors observe

a private signal about the firm’s fundamentals and, potentially, a credit rating. Each investor

7While our framework uses Goldstein and Huang (2020) to derive predictions, our main goal is to study
the mechanisms driving investor behaviour in response to the observed information signals. These aspects
are not the primary focus of their paper’s theoretical framework.
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then decides whether or not to buy the firm’s bonds. At t = 1, the firm chooses whether to

default or invest in a new risky project based on its available funds. If the firm invests, the

cash flow is realized at t = 2, and bondholders are repaid in full whenever the firm is solvent.

Projects

The firm is endowed with an ongoing project and has two additional investment opportu-

nities: a low-risk project (LR) and a high-risk project (HR). The ongoing project produces

θ, at date 0, which is drawn from a uniform distribution over [θ, θ], with θ < 0 < θ, and

represents the firm’s fundamentals (internal funds). The LR project generates the following

distribution of cash flows at date 2: V > 0 with probability p ∈ (0, 1), and 0 with proba-

bility 1 − p. Analogously, the HR project produces H > V with probability q, and 0 with

probability 1 − q, where 0 < q < p. The firm can also default at t = 1 and its liquidation

value is L. Following Goldstein and Huang (2020), we assume that the firm’s expected cash

flows are ranked as follows: pV > L > qH. The fact that LR (HR) projects have higher

(lower) expected cash flows than the firm’s liquidation value allows us to generate predic-

tions about the positive and negative implications of ratings. The firm’s investment choice

is unobservable and unverifiable.

The firm needs a certain amount of funding to undertake a new project. We assume that

the LR-type of projects are in short supply and can be uncovered through costly screening

efforts. The LR project requires a higher initial investment (including screening costs), I,

with I ≥ θ, whereas the HR project can be undertaken with a smaller investment, i < I.8

For simplicity, we set i = 0. We also assume that the LR project has a higher net present

value: pV − I > qH.

Funding

The firm has two sources of financing: its own internal funds from the ongoing project, θ,

representing the firm’s fundamentals, and external funds from capital markets. The firm

may need to raise external funds not only to undertake a new project but also to cover any

8This specification is consistent, for example, with the idea of higher entry costs required for access to
LR projects, where entry costs may be thought of as a combination of transaction and informational costs.
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losses from the ongoing project.9 If the firm’s available funds at t = 1 are less than 0, it

defaults, and creditors who financed the firm (if any) lose their investment. The firm’s payoff

in case of default is also zero, as any liquidation value L is lost in the bankruptcy procedure.

External financing is obtained from investors in the bond market. The firm issues zero-

coupon bonds with face value F , with 1 < F < I, at price B, with 1 ≤ B < F .10 The bonds

mature at t = 2. If the firm does not default at date 1 and the new project is successful,

bondholders are fully repaid at date 2.11 Conversely, when the risky investment returns 0,

the firm is insolvent and its creditors receive nothing because of bankruptcy costs. We also

assume that

qF < B < pF, (1)

so that investors buy the bond when they know that the firm invests in the LR project, but

not when the firm invests in the HR project or defaults at t = 1. Combining the two sources

of funds, the total amount of financing available to the firm, K(θ), is

K(θ) = θ +W (θ)B, (2)

where we denote by W (θ) the mass of investors that buy the firm’s bond at price B. The

firm’s expected payoff is as follows:


p[V − I +K(θ)−W (θ)F ] if the firm invests in LR project

q[H +K(θ)−W (θ)F ] if the firm invests in HR project

0 if the firm defaults at t = 1.

(3)

Specifically, when available funds are large enough (i.e., K(θ) ≥ I) and the firm invests in the

LR project, its net profit is, with probability p, the return on the LR project net of investment

9Note that since the ongoing project may generate losses, the problem of raising capital remains relevant
even when the investment cost of the HR project i equals zero.

10Since our focus is on the effect of credit ratings on the amount of bonds raised rather then their price, we
follow He and Xiong (2012) and Goldstein and Huang (2020) in assuming that both the face value and the
price of the bond are exogenously given. We further impose w = B, ensuring that each investor purchases
exactly one bond.

11This implies that the payoffs of both projects, when successful, are sufficient to repay all investors. A
sufficient condition for this is: H > V > F , as, when everyone invests, the maximum repayment is F .
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V −I, plus any internal funds available after paying external investors K(θ)−W (θ)F . With

probability 1−p the LR project fails, the firm cannot repay the investors in full, and its profit

is zero.12 Likewise, when the total funds are positive but not very high (i.e., 0 < K(θ) < I),

the firm’s expected profit from investing in the HR project is q[H +K(θ)−W (θ)F ], where

q is the probability of success of the HR project, H is the return on the HR project, and

K(θ)−W (θ)F is the total amount of financing net of the amount owed to investors. With

probability 1 − q the HR project fails, the firm cannot repay the investors in full, and its

profit is zero. In Appendix A.1, we show that equation (3) implies that the firm’s optimal

investment strategy at date 1, conditional on the total available funding, is as follows:


Invest in LR project if K(θ) ≥ I

Invest in HR project if 0 ≤ K(θ) < I

Default if K(θ) < 0.

(4)

Equation (4) indicates that the firm defaults when its external financing falls short of covering

the ongoing operation losses (K(θ) < 0), while the firm selects the LR project when its total

funds available cover the fixed investment (K(θ) ≥ I). The firm, in turn, chooses the high-

risk project whenever it lacks sufficient funds to invest in the low-risk project (0 ≤ K(θ) < I).

Information structure

Investors do not observe the true value of θ. However, before deciding whether to buy

the bond, each investor j receives a private signal about θ: xj = θ + εj, where the error

terms εj are uniformly distributed over [−ε, ε] and are independent across all investors. This

information structure allows us to solve the game in the standard global games framework

(Carlsson and Van Damme, 1993; Morris and Shin, 1998, 2004). All investors are identical

and their actions are strategic complements (i.e., an investor’s incentives to buy the bond

increase with the number of other investors that also buy the bond).13 Furthermore, investors

12With probability 1−p the LR project fails and there is no payoff for the firm since: −I+K(θ)−W (θ)F <
0. One can verify that this is equivalent to (−I + θ) + [W (θ) −W (θ)F ] < 0, which holds given that I ≥ θ
and F > B by assumption.

13In the context of our framework, the core challenge predominantly pertains to the inherent market
structure. Notably, the coordination issue can be effectively mitigated under specific conditions. First, the
presence of a singular funding entity, such as a bank, would avert this issue. Second, firms’ credibly pledging
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may observe a public credit rating provided by the CRA in addition to their private signals.

The Credit Rating Agency

The CRA observes perfectly the firm’s true fundamentals and its optimal investment strategy.

Therefore, the forward-looking CRA assigns a rating R by taking into account its effects on

the firm’s optimal investment strategy and its subsequent probability of default. Following

Boot et al. (2006) and Goldstein and Huang (2020), we restrict the space of ratings to

R={0, q, p} with p, q > 0. A rating of zero is equivalent to default, while q and p correspond

to the firm’s investment in the HR and LR projects, respectively. In line with the “issuer-

pays” business model, we assume that the CRA receives higher revenues when assigning

better credit ratings. The CRA also faces reputational or legal costs when assigning ratings

R = p, q, and the firm defaults. We assume that if a firm with rating R > 0 defaults at

t = 1, the reputational costs for the CRA are very large, such that the CRA does not assign

a rating to firms it foresees defaulting at t = 1. If a firm with rating R > 0 defaults at t = 2,

the CRA incurs a cost, and this cost is greater for R = p as compared to R = q.14

2.2 Theoretical predictions about investors and firms’ behaviour

This section derives theoretical predictions of the model without the CRA (benchmark) and

with the CRA. The details of the thresholds and proofs can be found in Appendix A.

We first derive the equilibrium of the model without a CRA. We solve the model backwards as

follows. First, given its total funding K(θ), the firm chooses its optimal strategy described

in (4). As in models of global games, investors’ strategies are monotonic in their private

signals. As such, investors adopt a cutoff strategy, where they invest for signals above a

threshold signal, x̃, and do not buy the bond when xj < x̃.15 They use the Bayes rule to

the return of funds in instances where insufficient capital is raised for a low-risk project, resembling the
models observed in investment targets within peer-to-peer lending platforms or private equity funds, can
also resolve this predicament.

14See Appendix A.2 for more details regarding the CRA’s revenues and costs.
15This equilibrium strategy rests on the existence of lower and upper dominance regions below and above

which an investor has a dominant strategy to either not buy or buy the bond. The lower dominance region
consists of values of fundamentals so low that even if all investors bought the bond, the firm would still
not cover the losses from the ongoing project and would default. Hence, in the lower dominance region,
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update their beliefs about the firm’s fundamentals given their signals and maximize their

expected payoffs given the firm’s and other investors’ optimal strategies.

Theoretical prediction 1 (Benchmark without a CRA). In the benchmark model

without a CRA, there is a unique equilibrium described by (θ̃1, θ̃2, x̃) such that: (i) The

firm’s investment strategy is
Invest in LR project if θ ≥ θ̃2

Invest in HR project if θ ∈
[
θ̃1, θ̃2

)
Default if θ < θ̃1,

where θ̃2 > θ̃1; (ii) Investor j buys the firm’s bonds if and only if xj ≥ x̃, where x̃ is obtained

from the indifference condition (of buying or not buying the bond) of the marginal investor

who receives signal x̃. (See proof in Appendix A.1)

Intuitively, the cut-off value of θ below which default occurs (θ̃1) is the threshold value

at which the firm is indifferent between defaulting and investing in the HR project, i.e.,

K(θ̃1) = θ̃1 +W (θ̃1)B = 0. Similarly, the cut-off value above which the firm undertakes the

LR project (θ̃2) is obtained from the firm’s indifference condition of choosing between the

LR and HR projects K(θ̃2) = θ̃2 +W (θ̃2)B = I.

We then extend the benchmark model and allow for the presence of a credit rating agency.

The CRA takes as given the firm’s and investors’ strategies, and maps the firm’s fundamen-

tals into a rating by maximizing its expected profits. We can show that when the ratio of

revenues to cost is sufficiently high, the CRA’s equilibrium strategy is to inflate the rating

by assigning only two ratings: R(θ) = {0, p} as follows:16

an investor’s dominant action is not to buy the bond. The upper dominance region corresponds to high
fundamental values for which the firm can self-finance the LR project, even if nobody buys the bond.
Therefore, an investor’s dominant action is to buy the bond.

16Because our goal is to study the relationship between potentially inflated ratings, investor behaviour,
and firm investment, we focus on the parametrization of the CRA’s incentives under which it is optimal for
the CRA to inflate ratings (see Lemma 1 in Appendix A.2). We do not consider cases in which the CRA
either deflates ratings or accurately reveals the firm’s credit quality.
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R(θ) =

p if θ ≥ θ∗1

0 if θ < θ∗1.

(5)

In equilibrium, the CRA chooses a threshold θ∗1 above which a θ-firm receives a rating

R(θ) = p, while below the threshold the rating is R(θ) = 0. Thus, we can define rating

inflation as follows:

Definition 1 [Inflated Credit Rating] A credit rating is inflated if, in equilibrium, a

θ−firm receives a rating of p (i.e., implying it will undertake the LR project at date 1), while

the firm undertakes the HR project and has a credit quality of q.

Notice that potentially inflated ratings are still informative about firm fundamentals and

affect the optimal decision of investors. This is because a potentially inflated rating implies

that, if R = p, all investors know that θ > θ∗1 and, as a result, that the firm’s fundamentals

are not extremely low to the extent that would trigger an immediate default at date 1. The

details are provided in Lemma 1 in Appendix A.2. The equilibrium of the model with a

CRA is described in the following theoretical prediction.

Theoretical prediction 2 (Model with a CRA). The model with a CRA has a unique

equilibrium described by (θ∗1, θ
∗
2, x

∗) such that

(1) The credit rating agency will assign ratings according to (5).

(2) (i) If R = 0, no investor buys bonds, and the firm defaults at date 1. (ii) If R = p,

investors buy the bonds if and only if their private signals xj exceeds x∗, where x∗ is obtained

from the indifference condition of the marginal investor who is indifferent between buying

and not buying the bond.
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Table 1: Experimental parametrization

Number of investors (n) 5
Initial endowment 100
Range of fundamentals (IF ) [−400, 200]
Price of bond (B) 100
Face value of bond (F ) 200
Probability of success of LR project (p) 0.9
Probability of success of HR project (q) 0.2
Amount of financing to undertake LR (I) 300
Amount of financing to undertake HR (i) 0
Signal noise (ε) 30

(3) The firm’s investment strategy is
Invest in LR project if θ ≥ θ∗2

Invest in HR project if θ ∈ [θ∗1, θ
∗
2) .

Default if θ < θ∗1

where θ∗2 > θ∗1. (See proof in Appendix A.2)

Intuitively, in the model with a CRA, the cutoff thresholds for both the firm and investors

differ from those in the benchmark model. This is because investors receive a public signal,

in addition to their private signals, allowing them to update their posterior beliefs about θ.

Specifically, observing a positive – though potentially inflated – rating R = p truncates their

posterior beliefs about θ from below θ∗1. As a result, investors are assured that the firm’s

fundamentals are not excessivey weak.

2.3 Parametrization and hypotheses

We adapt the theoretical model for a laboratory experiment and calibrate it to numerically

solve for the equilibrium thresholds described in Section 2.2, which inform our experimental

design. This subsection also illustrates the real effects of inflated credit ratings under our

specific parametrization.
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Table 1 reports the parametrization used in our experimental design. Based on these values,

we numerically solve for the equilibrium thresholds in Section 2.2, assuming a finite number

of investors, n. Consistent with prior laboratory studies of global games, we estimate a

reduced form of the game with finite players using the binomial distribution (see, for ex-

ample Heinemann et al., 2004, 2009; Peia and Vranceanu, 2019; Bayona and Peia, 2022).

Specifically, a risk-neutral player who receives a threshold signal x∗ is indifferent between

buying a bond or not, provided all other players buy the bond when their signal is above

x∗.17 Accordingly, for a given fundamental θ, a player invests if their signal exceeds x∗ (i.e.,

with probability m(θ) ≡ Pr(xj ≥ x∗|θ)). Therefore, for a given θ, the expected number

of investors who buy the bond, when each player invests with probability m(θ), is given

by E[W (θ)] = m(θ)n. Section A.3 of the Appendix details the equations used to compute

the theoretical thresholds underlying Theoretical predictions 1 and 2. Figure 1 illustrates

these thresholds and highlights the regions of firm fundamentals where a potentially inflated

credit rating may generate real effects.18 All remaining experimental parameters follow the

assumptions outlined in Section 2.1.

We identify the real effects of a CRA’s rating by comparing firms’ investment decisions –

which determine investors’ expected payoffs – across different levels of the fundamentals in

the benchmark model and in the model with a CRA. Specifically, we define the real effects

of credit ratings as follows:

Definition 2 [Real Effects of Credit Ratings]: (i) A positive real effect occurs when

a θ-firm invests in the LR project with a credit rating, but would have invested in the HR

project without it. (ii) A negative real effect occurs when a firm that would have defaulted

without the rating invests instead in the HR project.

Given the parametrization in Table 1 and as illustrated in Figure 1, we have θ∗2 > θ̃1. Hence,

17This approach implicitly assumes that each investor is sufficiently small so that no single investor can
influence the threshold signal. The experimental literature generally finds that n = 5 players is sufficient to
ensure competitive outcomes (see, for example, Huck et al., 2004).

18The equilibrium threshold signals above which buying the firm’s bonds is the dominant strategy are
x̃ = 14 in the benchmark model and x∗ = −5 in the model with a CRA.
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Figure 1: Equilibrium illustration of firm and CRA actions.

(potentially) inflated ratings have a negative real effect for θ∗1 ≤ θ < θ̃1, as the firm invests

in the HR project rather than defaulting. Conversely, they have a positive real effect for

θ∗2 ≤ θ < θ̃2, as the firm switches from investing in the HR project to the more efficient

LR project. This result provides the basis for our hypotheses on the positive and negative

effects of inflated ratings.

With this background, we can develop testable hypotheses on the effects of (potentially)

inflated credit ratings on investors’ actions and firms’ project choices. Our first hypothesis

concerns investor behaviour.

H1 (Investing behaviour). (i) Higher signals about fundamentals increase the probability

of investing. (ii) For intermediate values of fundamentals, a good (but potentially inflated)

rating increases investors’ propensity to buy the bond compared to when there is no CRA.

Second, we conjecture that, when there is a CRA that inflates ratings, the higher level of

external funds available to firms leads some of those with relatively low fundamentals to

gamble for resurrection and invest in the high-risk project. As such, our second hypothesis

is:
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H2 (Negative real effect of inflated ratings). For similar levels of relatively low fundamen-

tals, firms with a good (but potentially inflated) rating receive more external funds, leading

to more investment in high-risk projects instead of defaulting, compared to when there is no

CRA.

Given our specific parametrization, the threshold level of the firm’s internal funds above

which investing in the high-risk project is the firm’s optimal strategy is lower in the equilib-

rium with a CRA than in the equilibrium without a CRA (i.e., θ∗1 < θ̃1). We thus predict

that for an intermediate range of relatively low firm fundamentals, there is more investment

in the high-risk project when an inflated rating is available. Subsequently, early firm default

is less likely in the presence of a public credit rating. This prediction follows from our com-

parison of investment thresholds between the benchmark model and the model with a CRA,

where we have shown that a lower probability of firm default at date 1 is associated with

the provision of ratings. Thus, unless a firm’s fundamentals are very poor, we expect that a

firm enjoys an increased supply of funds from investors when the rating is available. Better

access to finance, in turn, increases the probability that external funds will cover potential

losses from ongoing activities, reducing the likelihood of early default.

At the same time, the increased availability of external funding in the presence of potentially

inflated ratings allows some firms with relatively high fundamentals to undertake low-risk

projects. Our third hypothesis predicts that:

H3 (Positive real effect of inflated ratings). For similar levels of intermediate fundamen-

tals, firms with a good (but potentially inflated) rating receive more external funds, leading

to more investment in low-risk projects, instead of high-risk ones, compared to when there is

no CRA.

Note that the threshold level of firm fundamentals above which investing in the low-risk

project is the firm’s optimal strategy is lower in the equilibrium with a CRA than when the

CRA is absent (i.e., θ∗2 < θ̃2). We predict that for an intermediate range of relatively high

firm fundamentals, there is more investment in the low-risk project when an inflated rating
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is available.

3 Experimental design and procedures

We design a laboratory experiment to understand the informational role of potentially in-

flated credit ratings and their impact on investment decisions. The experiment has two parts.

In Part I, participants play the role of investors who decide whether to buy the bond issued

by a firm or not. The computer plays the role of the firm and takes the optimal investment

decisions as outlined in (4). Participants play the coordination game for 15 independent

rounds in groups of five with random matching between rounds. Subjects are endowed with

100 experimental currency points (EC) in each round. They have to choose one of the fol-

lowing two decisions: (a) Do not invest and keep the initial 100 EC or (b) Invest and finance

the firm with 100 EC.

If a participant chooses to invest, their payoff from investing depends on the firm’s action.

If the firm invests in the LR project, participants obtain 200 EC with 90% probability and

0 with 10% probability. When the firm invests in the HR project, participants get 200 EC

with 20% probability and 0 with 80% probability. Finally, participants obtain 0 EC with

certainty if the firm defaults.

The firm’s action depends on how much financing is available. There are two types of funds:

internal (IF), representing the firm’s fundamentals, θ, and external (EF). In each round, the

firm’s IF are randomly selected from the uniform distribution U ∼ [−400, 200]. This number

is the same for all the investors in a group. The EF depend on how many investors from a

group choose to invest. Similar to (4), the firm’s decision is as follows: if 300 ≤ IF+EF , the

firm has enough funds to take the LR project; otherwise, the firm chooses the HR project

when 0 ≤ IF + EF < 300 or defaults when IF + EF < 0.

We consider two treatments in a between-subject design, which differ in the information pro-

vided to participants: the Baseline treatment and the CRA treatment. Participants receive

a private signal about the firm’s IF in both treatments. The signal is drawn independently
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from the uniform distribution U [IF−30, IF+30]. In the Baseline treatment, participants do

not receive further information beyond their noisy private signal. In contrast to the Baseline

treatment, in the CRA treatment participants also observe a public credit rating about the

firm’s ability to repay its creditors.

Specifically, we inform participants in the CRA treatment that there is a credit rating agency

that assigns a public credit rating to the firm before participants’ decisions and the firm’s

action. In the instructions, we explain that a credit rating is a grade that indicates the

firm’s ability to repay its investors. The rating can be either A or B (corresponding to

the potentially inflated rating, p, and the default rating, 0, from Section 2, respectively).

We inform participants that, in each round, the rating agency uses a theoretical scoring

model to predict the ability of the firm to repay its investors. We explain how the CRA’s

model considers the firm’s IF (which it knows perfectly), and how the rating might affect

a hypothetical investor’s decision and, thus, the total amount of funds available to the firm

and its corresponding action. Participants receive the following information regarding the

process of assigning the ratings:

Rating of A when the firm’s IF are greater than or equal to −31. The CRA estimates

that the A-rated firm will invest in the LR project and investors have a 90% probability

of being repaid.

Rating of B when the firm’s IF are smaller than −31. The CRA estimates that the

B-rated firm will default and investors have a 0% probability of being repaid.19

Participants are not explicitly informed that the rating may be inflated.

In each round, before taking their decisions, we elicited participants’ beliefs about the true

level of the firm’s internal funds and the behaviour of other subjects in their group.20 First,

we asked participants to provide a point estimate for the firm’s IF. Then, all participants

19Note that −31 corresponds to the theoretical threshold θ∗1 from Theoretical prediction 2 under our
parametrization from Table 1.

20Beliefs have been shown to affect outcomes in coordination games similar to ours (Szkup and Trevino,
2020; Baeriswyl and Cornand, 2021).
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had to state how many other subjects from their group were expected to invest.21 Once

beliefs were elicited, participants had access to a simulator and could make their decision.

Participants received written instructions at the beginning of the session. In the instructions,

we provide examples of the firm’s actions and investors’ expected payoffs conditional on

hypothetical estimated values of the IF and a hypothetical number of participants who

choose to invest.22 Before Part I of the experiment started, each participant had to pass

a test with control questions to ensure that they understood the payoff structure and the

decision process.23 After all participants have made their decisions, they learn at the end of

each round about the true level of the firm’s IF, how many other participants choose Invest,

the firm’s action, and their potential payoffs in EC.

In Part II of the experiment, we asked participants to conduct two individual incentivized

tasks to assess their risk and loss aversion, which have been shown to matter in coordination

games similar to ours (Brown et al., 2017; Kiss et al., 2018). In the first task, we elicited

risk aversion as in Eckel and Grossman (2008) and Dave et al. (2010). In the second task,

participants answered a loss aversion questionnaire based on Gächter et al. (2022). Partici-

pants earned EC points depending on the outcome of the risky lotteries they chose in each

task. After Part II of the experiment, we asked several questions regarding their behaviour

throughout the experiment (using Likert scales) and elicited selected socioeconomic charac-

teristics through an on-screen questionnaire. In terms of earnings, the computer randomly

selected one of the 15 rounds from Part I to determine the participants’ payoffs for this part

of the experiment. We informed participants about their earnings for Part I and Part II of

the experiment at the end of the session. For both parts of the experiment, 15 EC translated

into 1 Euro for payment.

We conducted 24 experimental sessions, each with 15 or 20 participants. In total, 445

21Online Appendix C presents screenshots from the first part of the experiment. Participants’ beliefs were
not incentivized.

22Online Appendix B provides the instructions for the CRA treatment.
23The experiment was programmed and conducted using z-Tree software (Fischbacher, 2007). Online

Appendix C presents the practice questions in Figure C.1. These questions were not incentivized.
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students (225 in the Baseline treatment and 220 in the CRA treatment) participated at

ESADE’s Decision Lab and Universitat Pompeu Fabra BESLab, both in Barcelona, Spain.

Table C.1. in the Online Appendix summarizes the sessions. On average, participants earned

18 Euros, and the experiment lasted approximately 75 minutes.

4 Results

We present the results by first describing aggregate investment behaviour and firm outcomes

at the group level, followed by an analysis of the predictors of individual investment be-

haviour. We then investigate the channels that explain differences in investment behaviour

across treatments.

4.1 Group level analysis

We start by analyzing how investment behaviour changes across the two treatments for

different values of fundamentals or firms’ internal funds (IF). Specifically, we compare the

provision of external funding for firms with similar values of IF that correspond to the Good

(A) or Bad (B) rating, but for which the rating is only observed in the CRA treatment.

Table 2 provides summary statistics of the aggregate investment behaviour per treatment

depending on whether fundamentals are sufficiently high (low) to receive a good (bad) rating.

For both treatments, we report the average number of investors for firms with fundamentals

below and above the threshold separating the two ratings in the CRA treatment.24 These av-

erages are based on group outcomes in our sample of 1,335 unique group-period observations

(89 random groups ×15 periods).

We observe a higher average number of investors in the CRA treatment compared to the

Baseline for values of the fundamentals corresponding to the Good rating (A) (column 1 vs.

column 3) and a lower average number of investors for the Bad rating (B) (column 2 vs.

24The threshold above which a Good rating (A) is assigned equals -31. Participants are informed about
the value of this threshold in the CRA treatment instructions.
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Table 2: Average number of participants investing in each treatment

Treatment Baseline CRA Tests (p-values)
(1) (2) (3) (4) (1) vs. (3) (2) vs. (4)

Hypothetical/ Rating A Rating B Rating A Rating B Test 1 Test 2 Test 1 Test 2
Observed rating

Investors 3.96 0.78 4.29 0.38 0.00 0.02 0.00 0.00
(1.23) (0.99) (0.96) (0.67)

Observations 303 372 297 363 600 24 735 24
Notes: Columns (1)-(4) present the mean (standard deviation) of the number of subjects (per group)
investing, conditional on the treatment and observed (in the CRA treatment)/hypothetical (in the
Baseline treatment) rating. Test 1 is a t-test of equality of means performed at the group level. Test
2 is the non-parametric Mann-Whitney U test performed at the session level.

column 4). Throughout the analysis, we assess the statistical significance of the differences

across treatments through t-tests at the group level (1,335 group-period observations) and

non-parametric tests (Mann-Whitney U test) at the session level (12 observations per treat-

ment).25 These tests, presented in the last four columns of Table 2, show that the observed

differences are statistically significant across both tests.

Result 1 Firms in the CRA treatment with a good (bad) rating receive significantly more

(less) external funding than firms in the Baseline treatment with similar fundamentals.

We further examine the relationship between firm fundamentals and group investment be-

haviour through regressions at the group (firm) level. Table 3 investigates whether the size

of external funding (i.e., the number of investors buying bonds) varies across treatments for

different levels of fundamentals. We estimate a series of Poisson models where the depen-

dent variable is the number of investors buying the firm’s bond, and the main covariate is

an indicator equal to one for the CRA treatment and zero for the Baseline treatment. All

specifications control for the size of the firm’s internal funds (IF) and a period scalar.

Column (1) shows that external financing increases with internal funds, as expected. The

CRA treatment dummy in column (1) is not statistically significant, indicating no average

difference in investments across treatments. However, consistent with Table 2, we find het-

25These results are also robust to correcting p-values for the multiplicity of hypotheses tested using the
Bonferroni correction. Our two hypotheses refer to differences between treatments for values of the funda-
mentals above and below the ratings threshold. These additional results are available upon request.
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Table 3: Size of investment across different ranges of fundamentals

(1) (2) (3) (4) (5) (6) (7)
Full sample Bad rating (B) Good rating (A) Quartile 1 Quartile 2 Quartile 3 Quartile 4

IF 0.006*** 0.007*** 0.002*** 0.003 0.012*** 0.014*** 0.001***
(0.000) (0.001) (0.000) (0.002) (0.001) (0.001) (0.000)

CRA treatment -0.032 -0.714*** 0.080** -0.638** -0.802*** 0.097 0.028*
(0.041) (0.152) (0.031) (0.287) (0.182) (0.069) (0.016)

Period 0.002 -0.057*** 0.010*** -0.111*** -0.058*** 0.008 0.006***
(0.004) (0.010) (0.002) (0.024) (0.019) (0.005) (0.002)

Observations 1,335 735 600 335 333 339 328
Notes: The table presents estimates from Poisson regressions where the dependent variable is the number of investors in
a group buying the firm’s bond. Column (2) is estimated for the subsample of fundamentals below -31, which corresponds
to the Bad rating (B). Column (3) is estimated for the subsample of fundamentals above -31, which corresponds to
the Good rating (A). Quartile 1 corresponds to IF ∈ [−400,−222], Quartile 2 to IF ∈ [−221,−62], Quartile 3 to IF
∈ [−61, 19], while Quartile 4 to IF ∈ [20, 200], respectively. CRA treatment is an indicator variable equal to 1 for the
treatment with a credit rating. Period indicates the round of the investment game. Constant terms are included, but
not reported. Standard errors, clustered at the session level, are reported in parentheses. ***, ** , and * indicate
significance at the 1%, 5%, and 10% levels, respectively.

erogeneity across ratings. For fundamentals corresponding to a Bad rating (B), the average

number of investors is significantly lower in the CRA treatment relative to Baseline (column

(2)). By contrast, for firms with fundamentals corresponding to a Good rating (A), external

investment is significantly higher in the CRA treatment (column (3)).

Further analysis of the aggregate investment behaviour across quartiles of internal funds

(columns (4)-(7)) reveals additional differences. For relatively low fundamentals (i.e., 1st

and 2nd quartiles), investment is significantly lower in the CRA treatment compared to the

Baseline. Conversely, for relatively high fundamentals (i.e., 3rd and 4th quartile), investment

is higher under the CRA treatment, although these estimates are only mildly significant for

the 4th quartile.26

These findings suggest that ratings convey valuable information to market participants,

consistent with evidence from natural experiments (Kliger and Sarig, 2000; Tang, 2009;

Cornaggia et al., 2018). We complement this literature by examining the informational

channels through which rating inflation influences investor decisions and market outcomes.

The observed variations in external funding across treatments translate into significant dif-

26Table 9 in Appendix B reports the average number of investors across quartiles of fundamentals together
with non-parametric session-level tests. The results are consistent with the Poisson regressions in Table 3.
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Table 4: Firms’ automated actions across treatments

Treatment Baseline CRA Non-parametric test (p-values)
(1) (2) (3) (4) (5) (6) (1) vs. (4) (2) vs. (5) (3) vs. (6)

Firm action Default HR LR Default HR LR

Panel A: All fundamentals

Proportion of firms 0.44 0.22 0.36 0.48 0.17 0.40 0.10 0.02 0.15
(0.06) (0.04) (0.05) (0.05) (0.08) (0.06)

Observations 292 141 242 311 90 259 24 24 24

Panel B: Fundamentals corresponding to a Bad rating (B)

Proportion of firms 0.78 0.23 0.04 0.86 0.17 - 0.03 0.03 -
(0.08) (0.06) (0.02) (0.06) (0.07)

Observations 288 79 5 311 52 0 24 24 -

Panel C: Fundamentals corresponding to a Good rating (A)

Proportion of firms 0.06 0.24 0.79 - 0.26 0.89 - 0.03 0.01
(0.03) (0.08) (0.09) (0.16) (0.12)

Observations 4 62 237 0 38 259 - 23 24
Notes: The table reports the proportion (standard deviation) of firms undertaking each action across the two treatments.
Standard deviations are calculated at the session level. The non-parametric test is a Mann-Whitney U test at the session
level, comparing the proportion of firms choosing specific actions across treatments. Panel A presents statistics for the
full sample of 1,335 firms; Panel B restricts the sample to firms with fundamentals corresponding to a Bad rating (B);
and Panel C to firms with a Good rating (A).

ferences in firms’ automated actions, as shown in Table 4. Panel A reports the proportion

of firms undertaking each of the three actions by treatment. We observe that, in the CRA

treatment, a higher proportion of firms default, but there is also less investment in the HR

project and more investment in the LR project. However, in non-parametric tests at the

session level (reported in the last three columns of Table 4), only the difference in high-risk

projects between the two treatments is statistically significant at conventional levels when

we average across all levels of firm fundamentals and group-level decisions.

Panels B and C further explore these differences by separating firms with fundamentals

corresponding to a Bad rating (B) and a Good rating (A), respectively. For bad ratings,

firms in the CRA treatment default significantly more often (86% vs 78%), but also undertake

significantly fewer high-risk projects (17% vs 23%). Notably, no firm receiving a Bad rating

(B) undertakes the low-risk project in the CRA treatment, whereas in the Baseline, a small

fraction of firms with fundamentals corresponding to a Bad rating (B) receive sufficient

funding to do so. For Good ratings (A), firms in the CRA treatment invest significantly
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more in low-risk projects (89% vs 79%), but also more frequently in high-risk projects (26%

vs 24%). These differences are all statistically significant in session-level non-parametric

tests.

Taken together, the results in Table 4 provide empirical support for Hypotheses H2 and H3:

(potentially) biased good ratings increase investor participation, enabling more investment

in low-risk projects (positive real effect) but also allowing more firms to undertake high-risk

projects rather than default (negative real effect). We also document a strong impact of

observing a Bad rating (B) in reducing high-risk investment. In the Baseline treatment, the

absence of the public rating leads to higher investment in firms with weak fundamentals,

resulting in more firms receiving sufficient funds to pursue high-risk projects. By contrast,

observing a Bad rating (B) discourages investment, leading to more defaults rather than high-

risk projects in the CRA treatment. Accordingly, the overall decline in high-risk projects

observed in Panel A is driven by reduced funding for poorly rated firms in the CRA treatment.

This latter effect, while not captured in Goldstein and Huang (2020) or in our theoretical

framework, is consistent with models in which ratings serve as focal points that coordinate

behaviour around both good and bad ratings (such as Boot et al., 2006). By contrast, the

absence of a focal point in the Baseline treatment leads to excessive investment in defaulting

firms.

Result 2: As a result of investors’ financing decisions, (i) firms with a (potentially inflated)

Good rating (A) invest more in both low-risk and high-risk projects in the CRA treatment

than firms with similar fundamentals in the Baseline treatment, and (ii) firms with a Bad

rating (B) undertake fewer high-risk projects and default more in the CRA treatment than

firms with similar fundamentals in the Baseline treatment.

These findings are confirmed in Table 5, which reports multinomial logit regressions of firms’

actions conditional on the presence of a credit rating in the CRA treatment. The dependent

variable is categorical (Default, HR, LR), and we examine how the likelihood of each action

changes for rated firms in the CRA treatment relative to firms with similar fundamentals
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Table 5: Ratings and firms’ actions

Bad rating (B) Good rating (A)
(1) (2) (3) (4)

Baseline outcome: High risk Default Low risk Default Low risk

Internal funds (IF) -0.038*** 0.024* -0.098 0.070***
(0.003) (0.013) (0.062) (0.008)

CRA treatment 1.123*** -14.597*** -14.343*** 1.003**
(0.363) (0.570) (0.727) (0.484)

Observations 735 735 600 600
Notes: The table reports estimates from multinomial logit regressions where the de-
pendent variable is the firm’s action: default, high-risk project, or low-risk project.
Columns (1)-(2) present results for values of fundamentals corresponding to a Bad
rating (B) (i.e., below -31), and columns (3)-(4) for a Good rating (A) (i.e., above
-31). The baseline category is the high-risk project. Columns (1) and (3) report
the log-odds coefficients of Default relative to the high-risk project, while columns
(2) and (4) report those of choosing the low-risk project relative to the high-risk
one. Internal funds (IF) captures the firm fundamentals. CRA treatment is an
indicator variable equal to 1 for the treatment with a credit rating. Constant terms
and period scalars are included, but not reported. Standard errors, clustered at the
session level, are reported in parentheses. ***, ** , and * indicate significance at
the 1%, 5%, and 10% levels, respectively.

in the Baseline. We estimate separate regressions for fundamentals corresponding to a Bad

rating (B) (columns (1)-(2)) and a Good rating (A) (columns (3)-(4)). The main independent

variable is a CRA treatment dummy, with controls for internal funds (IF) and a period scalar.

The high-risk project serves as the baseline outcome, so Table 5 reports the log odds of default

or low-risk investment relative to high-risk investment.

The results are as follows. For fundamentals associated with a Bad rating (B), receiving

a public rating in the CRA treatment significantly increases the likelihood (log odds) of

default relative to high-risk investment (column (1)), while also reducing the likelihood of

low-risk investment compared with firms with similar fundamentals in the Baseline (column

(2)). Conversely, for fundamentals corresponding to a Good rating (A), receiving a credit

rating significantly increases the likelihood of low-risk investment relative to high-risk invest-

ment (column (4)). In addition, column (3) shows that default is less likely for firms with

fundamentals corresponding to a Good rating (A) in the CRA treatment.27

27While the magnitudes of the effects are of secondary importance in an experimental setting, Appendix
Table 10 reports the marginal effects corresponding to the log-odds ratios in Table 5. The results suggest
shifts of roughly 10 percentage points in the probability of default or low-risk investment relative to high-risk
investment across different fundamentals.
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Overall, these results suggest that public ratings in the CRA treatment reduce investment in

high-risk projects through two channels: (i) bad ratings decrease external funding, leading

to higher default, while (ii) good ratings increase external funding, allowing more firms to

shift from high-risk to low-risk projects. At the same time, we also observe more high-risk

investments relative to default under (potentially) inflated ratings, consistent with some

firms obtaining sufficient funding to “gamble for resurrection”.

Result 3 As a result of aggregate investors’ decisions: (i) Receiving a Good rating (A)

in the CRA treatment increases the likelihood that firms invest in low-risk projects rather

than high-risk ones, relative to firms with similar fundamentals in the Baseline treatment. It

also enables more firms to undertake high-risk projects instead of defaulting. (ii) Conversely,

firms with a Bad rating (B) in the CRA treatment are more likely to default than to undertake

high-risk projects, relative to firms with similar fundamentals in the Baseline treatment.

We next examine individual decisions and the potential channels that may explain differences

in investment behaviour across treatments.

4.2 Individual investment behaviour

We begin by examining whether subjects’ investment decisions increase with the private

signal (hint) about the firm’s internal funds, as predicted by the global games methodology.

Table 6 reports a multivariate analysis of individual investment probabilities across sub-

samples defined by different levels of fundamentals. Across all samples, investment is posi-

tively and statistically significantly related to the hint about IF, consistent with Hypothesis

H1. Consistent with the group-level results in Table 3, we find no significant differences in

the average probability of investing across treatments (column (1)). However, in the CRA

treatment, individuals who receive a Bad rating (B) invest significantly less than those who

receive a similar signal about fundamentals, but no rating, in the Baseline treatment (col-

umn (2)). The opposite pattern emerges for a Good rating (A) in column (3), where the

coefficient is positive and strongly significant. These differences persist when we split funda-
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Table 6: Probability of investing across different ranges of fundamentals

(1) (2) (3) (4) (5) (6) (7)
All Bad rating (B) Good rating (A) Quartile 1 Quartile 2 Quartile 3 Quartile 4

Hint about IF 0.010*** 0.006*** 0.013*** 0.003** 0.011*** 0.027*** 0.008***
(0.001) (0.001) (0.001) (0.002) (0.001) (0.002) (0.002)

CRA treatment -0.097 -0.615*** 0.406*** -0.552* -0.750*** 0.210* 0.233
(0.077) (0.133) (0.118) (0.291) (0.163) (0.124) (0.176)

Period -0.003 -0.047*** 0.051*** -0.116*** -0.052*** 0.027*** 0.066***
(0.006) (0.010) (0.010) (0.026) (0.016) (0.010) (0.017)

Observations 6,675 3,675 3,000 1,675 1,665 1,695 1,640
Notes: The table presents estimates from probit regressions for different samples, where the dependent variable is an
indicator equal to 1 if the investor buys the firm’s bond. Column (2) corresponds to the subsample of fundamentals
below -31 (Bad rating, B), and Column (3) to fundamentals above -31 (Good rating, A). Quartile 1 corresponds to IF
∈ [−400,−222]; Quartile 2 to IF ∈ [−221,−62]; Quartile 3 to IF ∈ [−61, 19]; and Quartile 4 to IF ∈ [20, 200]. Hint about
IF captures the private information about firm fundamentals. CRA treatment is an indicator variable equal to 1 if the
treatment is CRA. Period indicates the round of the investment game. Constant terms are included, but not reported.
Standard errors, clustered at the individual level, are reported in parentheses. ***, ** , and * indicate significance at
the 1%, 5%, and 10% levels, respectively.

mentals into quartiles (columns (4)-(7)). The probability of investing is significantly lower in

the CRA treatment for the 1st and 2nd quartiles of fundamentals, and higher for the 3rd and

4th quartiles, although the latter effects are only marginally significant in the 3rd quartile

and not significant in the 4th quartile.28

We next examine whether participants’ actions are consistent with their elicited beliefs.

Table 7 reports regressions of individual investment probabilities on participants’ stated

beliefs about the true value of the fundamentals and the number of others investing, both

elicited prior to each decision. Columns (1) and (4) show that investment increases with

beliefs about fundamentals: the coefficient of Belief about IF is positive and statistically

significant. Columns (2) and (5) reveal a similar positive relationship between the likelihood

of investing and beliefs about others’ actions. To make the magnitudes of the point estimates

comparable, we standardize both belief measures (i.e., Belief about IF and Belief about #

investors). Across all specifications, the estimated coefficients of Belief about # investors

exceed those of Belief about IF, indicating that expectations about others’ behaviour exert

a stronger influence on investment decisions than beliefs about fundamentals. Columns (3)

and (6), which include both beliefs simultaneously, confirm that the expected behaviour of

28The results in Table 6 are robust to splitting the sample by quartiles of the hints received rather than
fundamentals.
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Table 7: Probability of investing across treatments

Baseline CRA
(1) (2) (3) (4) (5) (6)

Belief about IF 1.472*** 0.623*** 1.967*** 0.805***
(0.104) (0.093) (0.167) (0.113)

Belief about # investors 2.172*** 1.919*** 2.140*** 1.778***
(0.114) (0.120) (0.122) (0.121)

Period -0.000 -0.015 -0.010 0.030*** 0.007 0.025**
(0.009) (0.010) (0.010) (0.008) (0.011) (0.011)

Observations 3,375 3,375 3,375 3,300 3,300 3,300
Notes : The table presents estimates from probit regressions where the dependent variable is
an indicator equal to 1 if the investor buys the firm’s bond. Belief about IF and Belief about
# investors capture the stated beliefs (as a number) regarding the firm’s fundamentals and
the number of other participants investing, respectively. Both variables are standardized in the
regressions. Standard errors, clustered at the subject level, are reported in parentheses. ***,
** , and * indicate significance at the 1%, 5%, and 10% levels, respectively.

others is the stronger predictor of investment.29

Result 4: Beliefs about other investors’ behaviour are a strong predictor of a participant’s

investment decision, whereas beliefs about the firm’s fundamentals exert a weaker influence.

4.3 Channels

We consider two channels that may explain the differences in behaviour across treatments.

The first channel relates to the effect of ratings on beliefs about firm fundamentals. In the

theoretical model presented in Section 2, inflated ratings have real effects because they pro-

vide useful information to investors: a good rating rules out very weak fundamentals, and

thus implies that the firm will not default early. Consequently, we conjecture that poten-

tially inflated ratings may increase the propensity to invest by conveying positive information

about the firm. Specifically, due to the partial verifiability constraint imposed on the CRA,

observing a Good rating (A) truncates investors’ posterior beliefs about the firms’ funda-

mentals. This, in turn, can make investors more optimistic about the firm’s prospects and

more willing to buy its bond.

We begin by investigating how credit ratings affect investors’ posterior beliefs about firm

29The regressions in Table 7 exclude the hint about fundamentals, which is highly correlated with stated
beliefs about IF (correlation coefficient is 0.93).
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fundamentals. In particular, for regions of IF that are close to the rating threshold, ob-

serving the rating should allow subjects to form more accurate posterior beliefs about the

firm’s IF.30 Panel (a) of Figure 2 shows the average stated belief about IF alongside the

average theoretical belief defined as the expected value of the Bayesian posterior distribu-

tion of the fundamental given the realized signals.31 We find that average posterior beliefs

about fundamentals near the rating threshold do not differ significantly across treatments

(p-value=0.13; 0.91).32 However, participants appear more optimistic in the CRA treatment

for Good ratings (A): average beliefs about fundamentals (IF) are higher in the CRA treat-

ment as compared to the Baseline (p-value<0.01; 0.04). For Bad ratings (B), beliefs are

more pessimistic, i.e., on average lower in the CRA treatment (p-value=0.06; 0.08).

Panels (b) and (c) of Figure 2 show forecast errors in forming beliefs, which we measure as

the difference between stated beliefs and actual fundamentals. Panel (b) plots positive fore-

cast errors (beliefs above realized IF), while Panel (c) plots negative forecast errors (beliefs

below realized IF). Participants in the CRA treatment exhibit larger positive forecast errors

following a good rating (p-value<0.01; 0.07). Even when forecast errors are negative, beliefs

in the CRA treatment remain higher – implying smaller negative errors – after a good rating

(p-value<0.01; <0.01). Taken together, these results suggest that good ratings systemat-

ically bias participants toward overoptimism about fundamentals, whereas bad ratings do

not significantly affect belief formation.

Result 5: Posterior beliefs about the firm’s fundamentals are not statistically different

between treatments near the rating threshold. However, relative to the Baseline treatment,

investors in the CRA treatment are more optimistic about fundamentals following a Good

30Specifically, for fundamentals within 2ε of the theoretical threshold, observing the rating yields a trun-
cated posterior distribution. This is because for a given θ = θ∗1 subjects observing the lowest (θ∗1 − ε) or
highest (θ∗1+ε) private signal will have a posterior distribution of θ over the maximum interval [θ∗1−2ε, θ∗1+2ε].

31For the range of fundamentals considered, in the Baseline treatment the Bayesian posterior belief about
IF upon observing a signal xi is: E[IF |xi] = xi. In the CRA treatment, the expectation is truncated around
the rating threshold of -31. Specifically, for a Good rating (A): E[IF |xi] = [max(−31, xi−30)+(xi +30)]/2;
for a Bad rating (B): E[IF |xi] = [(xi − 30) +min(−31, xi + 30)]/2.

32Throughout this section, p-values reported in parentheses correspond to (1) a t-test on the full sample
of individual decisions and (2) a non-parametric Mann-Whitney test performed at the session level.

31



Figure 2: Beliefs about the firm’s fundamentals

(a) Average belief about IF
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Notes: Panel (a) shows the average stated belief across participants about the value of the firm’s fundamentals
around the rating threshold (-31). The dots in Panel (a) represent the average theoretical beliefs derived
from Bayesian updating based on the realized signals received by participants. Panels (b) and (c) show the
average forecast error, defined as the difference between stated beliefs and actual fundamentals. Panel (b)
reports positive forecast errors (stated beliefs above actual fundamentals), while Panel (c) reports negative
forecast errors (stated beliefs below actual fundamentals). Whiskers mark the 95% confidence interval.

rating (A) and more pessimistic following a Bad rating (B). Moreover, Good ratings (A)

systematically bias participants’ beliefs towards overoptimism about a firm’s fundamentals.

A second channel that may explain the differences in investors’ behaviour across treatments

concerns how ratings shape beliefs about the behaviour of others. Public credit ratings

may not always convey new information about fundamentals, but can instead serve as a
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Figure 3: Beliefs about the investment behaviour of others

(a) Average belief about the number of investors

1
1.

5
2

2.
5

3

Rating B [-91, -31) Rating A [-31, 29]
Values of IF

Baseline Treatment CRA Treatment 95% CI

(b) Positive forecast error

.4
.6

.8
1

Rating B [-91, -31) Rating A [-31, 29]
Values of IF

Baseline Treatment CRA Treatment 95% CI

(c) Negative forecast error

-1
.6

-1
.5

-1
.4

-1
.3

-1
.2

Rating B [-91, -31) Rating A [-31, 29]
Values of IF

Baseline Treatment CRA Treatment 95% CI

Notes: Panel (a) shows the average stated belief across participants about the number of others investing
around the rating threshold (-31). Panels (b) and (c) show the average forecast error, defined as the difference
between stated beliefs and the actual number of other participants investing. Panel (b) reports positive
forecast errors (stated beliefs above the actual number), while Panel (c) reports negative forecast errors
(stated beliefs below the actual number). Whiskers mark the 95% confidence interval.

coordination device by revealing information about other investors’ signals. Figure 3 reports

average stated beliefs about the number of others investing around the rating threshold

(Panel (a)) and the associated forecast errors (Panels (b) and (c)) across treatments. A

forecast error measures the difference between the stated belief about how many others

will invest and the actual number who invest. A positive (negative) forecast error implies

overestimation (underestimation) of the actual number. In the CRA treatment, participants
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expect significantly more investors to buy the bond when fundamentals correspond to a

good rating (p-value< 0.001; 0.06) and significantly fewer when fundamentals correspond to

a bad rating (p-value< 0.001;< 0.001) relative to the Baseline. However, ratings do not

improve the accuracy of posterior beliefs: positive and negative forecast errors do not differ

significantly between Baseline and CRA treatments around the rating thresholds.33

Result 6: Posterior beliefs about others’ investment behaviour differ significantly across

treatments near the rating threshold. Relative to the Baseline, investors in the CRA treatment

are more optimistic about the investing behaviour of others following a Good rating (A) and

more pessimistic following a Bad rating (B).

We confirm these individual-level findings through a series of regressions that cluster standard

errors at the subject level to account for the correlation in investment decisions across periods.

Columns (1)-(2) of Table 8 report probit estimates of the probability of investing across

treatments. The dependent variable is an indicator equal to 1 if a participant invests. Column

(1) presents the treatment effect for fundamentals corresponding to a Good rating (A), and

column (2) for a Bad rating (B). Consistent with our group-level results reported in Table

6, investors are more (less) likely to invest in firms receiving a Good (A) (Bad (B)) rating in

the CRA treatment relative to firms with similar fundamentals in the Baseline treatment.

Columns (3)-(6) examine how ratings affect beliefs and confirm the results reported in Figures

2 and 3. Column (3) shows that observing a Bad rating (B) does not differentially affect the

posterior beliefs about firm fundamentals across treatments, while beliefs are significantly

higher when a Good rating (A) is observed (column (4)). Columns (5)-(6) report that beliefs

about the number of others investing are significantly higher (lower) in the CRA treatment

relative to the Baseline when fundamentals correspond to a Good (A) (Bad (B)) rating.

Notably, the coefficient for the CRA treatment in column (6) is about half the absolute

value of the coefficient in column (5), suggesting that the effect on beliefs is larger for the

33In Panel (b) of Figure 3, participants appear to have a lower positive forecast error when receiving a Good
rating (A), but this is significant only when comparing averages across individuals, not in non-parametric
tests at the session level (p-value= 0.01; 0.14).
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Bad rating (B).

Column (7) formally tests this asymmetry using an ordered logit model. The specification

includes an interaction between the CRA treatment dummy and a Rating dummy, where

the latter equals one for firms with fundamentals above the theoretical threshold in both

treatments and zero otherwise. The dependent variable is the expected number of investors

buying the bonds, and the estimation uses the full sample of individual decisions. The

interaction term is positive and statistically significant, indicating that the difference in the

slopes between the CRA and Baseline treatments for Good (A) versus Bad (B) ratings is

statistically significant. A one-sided Wald test confirms that the treatment effect is larger in

magnitude for fundamentals corresponding to a Bad rating (B). Specifically, the treatment

effect for the Bad rating (B) (−1.094 in column (7)) is significantly larger in absolute value

than that for the Good rating (A) (−1.094 + 1.524 = 0.43). The null hypothesis is rejected

at conventional levels (p< 0.01), confirming that the effect of observing a rating in the CRA

treatment on beliefs about others’ investment behaviour is statistically larger for Bad rating

(B) than for Good rating (A).

Result 7: A Bad rating (B) has a larger effect on beliefs about the behaviour of other

investors than a Good rating (A).

Results 4-7 relate to models that study public and private signals in games with strategic

complementarities (Heinemann et al., 2004; Cornand and Heinemann, 2014b; Baeriswyl and

Cornand, 2016; Shurchkov, 2016; My et al., 2021). We provide novel empirical evidence on

the mechanisms emphasized in this literature. A key result is that public information has

a larger impact on equilibrium outcomes because public signals are more informative about

the behaviour of others. Consistent with this view, we find that even potentially inflated

public credit ratings act as focal points in participants’ coordination problem. Both good

and bad ratings have a strong coordination effect on investors’ beliefs about their mutual

investment behaviour, but only good ratings affect beliefs about fundamentals.

Notably, the enhanced coordination has overall positive implications in a setting with feed-
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Table 8: Ratings, investment behaviour and beliefs

(1) (2) (3) (4) (5) (6) (7)
Dependent variable 1{Invest = 1} Belief fundamentals Belief number investors

Bad Good Bad Good Bad Good Full
rating (B) rating (A) rating (B) rating (A) rating (B) rating (A) sample

Hint about IF 0.006*** 0.013*** 0.930*** 0.872*** 0.011*** 0.015***
(0.001) (0.001) (0.012) (0.011) (0.001) (0.001)

CRA treatment -0.615*** 0.406*** 2.291 3.938*** -1.065*** 0.468*** -1.094***
(0.133) (0.118) (4.576) (1.517) (0.121) (0.121) (0.124)

Period -0.047*** 0.051*** -2.308*** 0.157 -0.071*** 0.077***
(0.010) (0.010) (0.340) (0.126) (0.009) (0.009)

Rating dummy 0.743***
(0.111)

Rating dummy X CRA Treatment 1.524***
(0.167)

Observations 3,675 3,000 3,675 3,000 3,675 3,000 6,675
Number of subjects 445 445 445 445 445 445 445
Notes : Columns (1)-(2) report estimates from probit regressions where the dependent variable is an indicator equal to 1 if
a participant invests. Columns (3)-(4) present estimates from OLS regressions where the dependent variable is the stated
belief about the value of the firm’s internal funds (IF). Columns (5)-(6) report estimates from ordered logit regressions
where the dependent variable is the stated belief about the number of participants who buy the bond. Columns (1), (3),
and (5) present regressions for a subsample of fundamentals below -31, corresponding to a Bad rating (B). Columns (2),
(4), and (6) present regressions for a subsample of fundamentals above -31, corresponding to a Good rating (A). Column (7)
uses the full sample of individual decisions. Hint about IF captures the private information about firm fundamentals. CRA
treatment is an indicator variable equal to 1 if the treatment is CRA. Period indicates the round of the investment game.
Rating dummy is an indicator variable equal to 1 for firms (in both treatments) with fundamentals above -31 and zero
otherwise. Standard errors, clustered at the subject level, are reported in parentheses. ***, ** , and * indicate significance
at the 1%, 5%, and 10% levels, respectively.

back effects between the financial and real sectors. As shown in Section 4.1 (see Table 4),

potentially inflated ratings lead, on average, to a significantly higher share of firms under-

taking both the efficient low-risk project and the high-risk project. The mechanism is as

follows: after good (potentially inflated) ratings, investors hold significantly higher beliefs

about the number of others investing and display overoptimism about fundamentals. This

leads to higher coordination on investing and, in a framework with feedback effects, results in

more efficient firm investment and improved credit quality for some firms. At the same time,

it enables firms with weak fundamentals to gamble for resurrection by pursuing high-risk

projects. By contrast, a bad rating induces investors to coordinate on not investing, driven

partly by lower expectations about fundamentals, but especially by the belief that others

will not invest. This reduces external funding for firms with weak fundamentals and curtails

their risky investment, an outcome we interpret as beneficial. Taken together, when ratings

may be inflated, both good and bad ratings enhance coordination in ways that amplify pos-

itive real outcomes, underscoring the powerful role of public signals in shaping individual

investment decisions and firm outcomes.
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Figure 4: Expectations and realized firm action
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Notes: The left panel shows the average forecast error about the firm action, measured as the absolute value
of the difference between the expected and realized firm actions. The expected firm action is computed based
on the stated beliefs about firm fundamentals and the behaviour of others. Firm actions are coded as 1, 2,
and 3 corresponding to Default, HR, and LR, respectively. The right panel shows the percentage of negative
surprises, defined as instances in which the firm’s outcome is worse than expected. Whiskers mark the 95%
confidence interval.

Finally, we examine whether participants are better able to forecast firms’ actions and are

less likely to be negatively surprised by outcomes in the CRA treatment. Figure 4 (left

panel) reports the average forecast error about the firm’s actions, defined as the absolute

value of the difference between the expected and realized firm actions. Expected firm actions

are derived from each subject’s stated beliefs about firm fundamentals and the behaviour of

others.34 We find that participants can better forecast the actual firm action in the CRA

than in the Baseline treatment (a t-test of differences in average individual forecast error

yields a p-value < 0.001).

34For example, if a participant who invests reports a belief of 50 for fundamentals and expects 3 others to
invest, the expected firm action is LR, since 50+4×100 > 300).
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This improved forecasting also reduces the incidence of negative surprises. We define a

negative surprise as occurring when (i) the firm undertakes the HR project or defaults while

the participant expected the firm to undertake the LR project, or (ii) the firm defaults while

the participant expected an HR/LR project to be undertaken. Figure 4 (right panel) shows

that the share of cases in which outcomes are worse than expected is significantly lower in

the CRA treatment (p-value< 0.001).35

Result 8: Compared to the Baseline treatment, investors forecast firms’ actions more ac-

curately and experience fewer negative surprises in the CRA treatment.

We provide additional results and robustness tests for our main findings in the Online Ap-

pendix. Specifically, we show that all our results remain robust when controlling for indi-

vidual characteristics and for measures of risk and loss aversion. We also present additional

results from a robustness treatment in which the possibility of inflated ratings is made more

salient. This design allows us to distinguish whether the behavioural differences between the

CRA and Baseline treatments arise from the mere presence of ratings, or from their potential

inflation. Finally, we provide descriptive statistics from the post-experimental questionnaire,

which corroborate our main results, particularly the central role of expectations about others’

behaviour in the game.

5 Concluding remarks

We conduct a laboratory experiment to study the relationship between credit ratings, in-

vestor behaviour, and firm investment. Our study provides new empirical evidence on the

potential mechanisms through which ratings can influence economic efficiency. Credit rat-

ings can have significant economic consequences because they not only reflect but also affect

35Using this negative-surprise measure, we can assess how often participants fail to best respond to their
stated beliefs. We find that out of 6,675 decisions, only 275 (4.1%) involve participants investing despite
expecting the firm to default or invest in high-risk projects, and only 94 (1.4%) involve not investing despite
expecting a low-risk project. Thus, in the vast majority of cases, participants’ actions are consistent with
their stated expectations.
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a debt issuer’s credit quality. Yet the impact of inflated credit ratings remains uncertain. On

the one hand, inflated ratings may facilitate firms’ excessive risk-taking, resulting in adverse

economic outcomes. On the other hand, they may enhance economic efficiency by provid-

ing informative – albeit potentially biased – signals that shape a firm’s financing costs and

investment choices, thereby validating the original rating ex post. The net effect of inflated

ratings remains therefore an empirical question, but one that has been difficult to address

because inflated ratings are hard to identify and because unobserved confounding factors

may jointly affect ratings and investors’ behaviour.

Our experimental design overcomes these challenges by controlling for firms’ fundamentals

and investors’ information sets, thereby isolating the informational role of potentially inflated

credit ratings. Our main findings suggest that both positive and negative effects of inflated

credit ratings are present in the data, with the positive effects more likely to dominate.

Inflated ratings serve as a coordination mechanism: they provide informative signals that

shape investors’ beliefs about the investment behaviour of other investors while exerting only

a modest influence on their beliefs about firm’s fundamentals. A good (potentially inflated)

rating increases optimism about others’ behaviour, facilitating external funding and enabling

firms to undertake value-enhancing projects. Conversely, a bad rating induces pessimism

about others’ behaviour, reducing their incentive to provide funding and limiting excessive

risk-taking by financially constrained firms. Our findings suggest that the potential adverse

real effects of inflated credit ratings appear weaker, suggesting that such ratings may have

positive effects beyond the laboratory in terms of efficient capital allocation and improved

market outcomes.

Our findings imply that, from a policy standpoint, the interdependence between credit rat-

ings and the actions of investors and firms is paramount. Inflated ratings can lead to greater

economic efficiency if this feedback loop is present. In markets with credit rating agencies,

even potentially inflated ratings provide valuable information that enhances resource allo-

cation relative to markets without public ratings. An open question for future research is

whether accurate credit ratings – those that most closely reflect a firm’s true credit risk –
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improve economic efficiency beyond what inflated ratings achieve.
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Appendix

A Theoretical predictions

In this section, we provide more technical details of the theoretical predictions presented in

the main text by writing them formally and deriving proofs based on the work of Goldstein

and Huang (2020).

A.1 Equilibrium without a CRA

We start by outlining the equilibrium in a benchmark model without a rating agency. The

equilibrium concept is a monotone perfect Bayesian equilibrium. We solve the model back-

wards. First, we derive the firm’s optimal investment strategy at date 1, conditional on θ,

by using the firm’s expected profits in (3) and then deriving the firm’s profit-maximizing

strategy. The firm always has the incentive to choose the LR project over the HR project for

K(θ) ≥ I since p[V −I+K(θ)−W (θ)F ] > q[H−W (θ)F+K(θ)].36 When the available funds

are positive, but not sufficient to allow investment in the LR project (i.e., 0 < K(θ) < I),

choosing the HR project dominates the decision to default since q[H−W (θ)F +K(θ)] > 0.37

Therefore, the firm’s optimal investment strategy at date 1, conditional on the total available

funding, K(θ) = θ +W (θ)B, is as follows:


Invest in LR project if K(θ) ≥ I

Invest in HR project if 0 ≤ K(θ) < I.

Default if K(θ) < 0.

(6)

Equation (6) implies that a firm would choose to default when the total funds available from

bonds markets and the ongoing project are low enough. This happens when θ < θ̃1, where

36One can verify that this is equivalent to K(θ) > W (θ)F − ((p(V − I)− qH)/(p− q)). For K(θ) ≥ I
it is sufficient to show that I > W (θ)F − (p(V − I)− qH)/(p− q)), which holds given that I > F and
pV − I > qH by assumption.

37The inequality holds since H > F .
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θ̃1 solves:

K(θ̃1) = θ̃1 +W
(
θ̃1

)
B = 0. (7)

As K(θ) is strictly increasing in θ, for any θ < θ̃1 the firm’s external funding is insufficient

to cover the losses from the ongoing project. However, when θ > θ̃1, the firm has incentives

to invest in a new project. The firm chooses the LR project over the HR project for θ ≥ θ̃2,

where θ̃2 solves:

K(θ̃2) = θ̃2 +W
(
θ̃2

)
B = I. (8)

Next, we solve for investors’ optimal investment actions. Given θ, the realization of funda-

mentals, and the investors’ threshold strategies, the measure of investors who buy the bond

is:

W (θ) = Pr(x ≥ x̃|θ) = 1− Pr(x < x̃|θ) = 1− x̃− θ + ε

2ε
=
θ − x̃+ ε

2ε
, (9)

following from the fact that signals are uniformly distributed over [θ − ε, θ + ε].

Furthermore, an investor has a dominant strategy to invest when the expected payoff of

doing so, conditional on the available information, is higher than the expected payoff of not

investing. Any investor j receiving a signal xj invests as long as her signal is higher than

the threshold signal, x̃. As such, there must be a marginal investor who receives exactly the

signal x̃ and is indifferent between buying or not the bond. The indifference condition is

such that:

Prob
[
θ ≥ θ̃2 | x̃

]
× pF +

{
Prob

[
θ < θ̃2 | x̃

]
− Prob

[
θ < θ̃1 | x̃

]}
× qF = B, (10)

where the first term of the left-hand side is the expected payoff on the LR project (the firm

undertakes the LR project with the probability that θ is above θ̃2 and investors receive F

with probability p), while the second term is the expected payoff on the HR project (the

firm undertakes the HR project with the probability that θ is between [θ̃1, θ̃2] and creditors

receive F with probability q). We can now prove Theoretical prediction 1.
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Proof of Theoretical prediction 1

To find the unique equilibrium thresholds
(
θ̃1, θ̃2, x̃

)
in the benchmark model without a

CRA we need to show that there is a unique solution to equations (7), (8), and (10), which

can be re-written as follows:
θ̃1 +

(
θ̃1−x̃+ε

2ε

)
B = 0

θ̃2 +
(
θ̃2−x̃+ε

2ε

)
B = I(

x̃−θ̃2+ε
2ε

)
pF +

(
θ̃2−x̃+ε

2ε
− θ̃1−x̃+ε

2ε

)
qF = B,

where we have used the fact that the posterior belief over the firm fundamentals when

observing a signal x̃ is uniformly distributed over [x̃− ε, x̃+ ε]. The system of equations with

three unknowns has the following solution:
x̃ = B(2ε+B)

pF
+ (p−q)I

p
− (ε+B)

θ̃1 = x̃−ε
2ε
B
+1

θ̃2 =
x̃−ε+ 2εI

B
2ε
B
+1

As 2εI
B+2ε

> 0, we obtain that θ̃2 > θ̃1. QED

A.2 Equilibrium with a CRA

We follow Goldstein and Huang (2020) and make several assumptions about the CRA’s payoff

function in order to derive conditions under which the CRA has an incentive to assign an

inflated rating. Specifically, the payoff function of the CRA is as follows: it earns a revenue

SR and faces a potential cost CR when assigning a rating R = p, q. In line with the “issuer-

pays” business model, we assume that the CRA receives higher revenues when assigning

better credit ratings: Sp > Sq > 0.38 The cost CR corresponds to (exogenous) reputation or

38See Bar-Isaac and Shapiro (2013) and Sangiorgi and Spatt (2017) for a discussion of the relationship
between reputational incentives and credit quality and the frictions associated with CRAs.
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legal costs in the case of firm default. We assume that if a firm with rating R > 0 defaults

at t = 1, the reputational costs for the CRA are very large (Cearly default > Sp), such that the

CRA does not assign a rating to firms it foresees defaulting at t = 1. If a firm with rating

R > 0 defaults at t = 2, the CRA incurs a cost CR (R = p, q), with Sp > Sq > Cp > Cq > 0.

Lemma 1 If Sp−Sq ≥ (1− q)(Cp−Cq), the equilibrium strategy of the CRA is to assign

an inflated rating, as follows:

R(θ) =

p if θ ≥ θ∗1

0 if θ < θ∗1.

(11)

Proof of Lemma 1 To prove Lemma 1 we need to show that the CRA will not assign a

rating q in equilibrium, whenever Sp−Sq
Cp−Cq ≥ 1 − q holds. Suppose the CRA assigns a rating

q to a θ-firm when θ ∈ (θ1, θ2). We will show that it is always profitable for the CRA to

deviate and assign a rating p.

Consider the case in which investors believe that a rating p implies that the firm has better

fundamentals than a firm with rating q. In that case, if the CRA deviates and assigns a

rating p, more investors will buy the firm’s bonds. This implies that if the firm does not

default with a rating of q, it won’t default when the CRA assigns a rating of p either. At

the same time, the condition Sp−Sq
Cp−Cq ≥ 1− q implies that:

Sp − Sq

Cp − Cq
≥ 1− q ≥ 1− p, since p > q. (12)

If the firm invests in the HR project when assigned a rating p, the CRA obtains a profit of

Sp − (1− q)Cp. From (12) we obtain that Sp − (1− q)Cp > Sq − (1− q)Cq, implying that

the CRA is better off by deviating and assigning a rating p even if the firm invests in an HR

project and defaults with probability 1−q. Likewise, if the firm invests in an LR project, the

CRA’s profit is Sp−(1−p)Cp and using (12) we obtain that Sp−(1−p)Cp > Sq−(1−p)Cq,

implying that it is more profitable for the CRA to deviate and assign rating p.

Consider now the case in which investors do not believe that a rating p implies that the
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firm has better fundamentals than a firm with rating q. Then there are some intervals of

fundamentals where the rating is p for θ ∈ (θ3, θ4) and q for θ ∈ (θ1, θ2), with θ3 < θ4 < θ1 <

θ2. If the CRA deviates and assigns a firm with fundamentals in interval (θ1, θ2) a rating of

p instead of q, investors will believe that the fundamentals are worse, i.e., in interval (θ3, θ4).

However, firms in neither (θ1, θ2) nor (θ3, θ4) intervals will default early (as the CRA never

assigns a rating different from zero to firms that it believes will default early). So firms with

fundamentals in interval (θ1, θ2) will not default early even if they receive a rating p. Given

that from (12) the CRA has higher expected profits when assigning a rating p, the CRA will

then deviate and prefer to assign a rating p.

Summing up the two cases, there is no equilibrium in which the CRA assigns a rating q

when (12) holds. QED

Proof of Theoretical prediction 2

In the model with a CRA, the equilibrium is described by (θ∗1, θ
∗
2, x

∗), with the CRA assigning

a rating R = p if θ ≥ θ∗1, and R = 0 otherwise (see Lemma 1). When R = 0, no investor

buys bonds, whereas, for R = p, investors buy the bonds if and only if their private signals

x are larger than x∗, where x∗ is obtained from the indifference condition of the marginal

investor

(
Prob [θ ≥ θ∗2 | x∗]
Prob [θ ≥ θ∗1 | x∗]

)
pF +

(
Prob [θ < θ∗2 | x∗]− Prob [θ < θ∗1 | x∗]

Prob [θ ≥ θ∗1 | x∗]

)
qF = B. (13)

The firm invests in the HR project if θ∗1 ≤ θ < θ∗2 and undertakes the LR project if θ ≥ θ∗2,

where θ∗1 solves

K(θ∗1) = θ∗1 +W (θ∗1)B = 0, (14)

and θ∗2 solves

K(θ∗2) = θ∗2 +W (θ∗2)B = I. (15)

Using the fact that W (θ) = θ−x̃+ε
2ε

, equations (13), (14), and (15) in Theoretical Prediction
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2 becomes:


θ∗1 +

(
θ∗1−x̃+ε

2ε

)
B = 0

θ∗2 +
(
θ∗2−x̃+ε

2ε

)
B = I

(x∗−θ∗2+ε)pF+(θ∗2−θ∗1)qF
x∗−θ∗1+ε

= B.

The unique solution (x∗, θ∗1, θ
∗
2) to the previous system of equations is:

x∗ = (p−q)IF
pF−B − (ε+B)

θ∗1 = x∗−ε
2ε
B
+1

θ∗2 =
x∗−ε+ 2εI

B
2ε
B
+1

.

Since 2εI
B+2ε

> 0, we obtain that θ∗2 > θ∗1. QED

A.3 Numerical calculations of equilibrium

In this section, we illustrate how we derive the thresholds for the benchmark model. Using the

parametrization in Table 1, and the fact that, with a finite number of players, the expected

number of investors who buy the bond is given by E[W (θ)] = nPr(xj ≥ x∗|θ) = n
(
θ̃1−x̃+ε

2ε

)
.

Then, we compute the equilibrium thresholds, θ̃1 and θ̃2, as follows:
θ̃1 + n

(
θ̃1−x̃+ε

2ε

)
B = 0

θ̃2 + n
(
θ̃2−x̃+ε

2ε

)
B = I(

x̃−θ̃2+ε
2ε

)
pF +

(
θ̃2−x̃+ε

2ε
− θ̃1−x̃+ε

2ε

)
qF = B.

The solutions to this system of equations are θ̃1 = −13 and θ̃2 = 18, and are shown in Figure

1. We follow analogous calculations to derive θ∗1 and θ∗2.
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Appendix B: Additional empirical results

Table 9: Average number of investors and fundamentals

Baseline CRA Test 1 Test 2
Fundamental (1) (2) (3) (4)
1st quartile 0.38 0.20 0.00 0.03

(0.55) (0.44)
2nd quartile 0.95 0.43 0.00 0.00

(1.06) (0.68)
3rd quartile 2.98 3.27 0.07 0.39

(1.38) (1.53)
4th quartile 4.57 4.70 0.07 0.22

(0.71) (0.57)
Notes: Columns (1)-(2) present the mean (standard
deviation) of the number of subjects (per group) in-
vesting, conditional on the treatment and quartiles of
firm fundamentals. Test 1 in column (3) is a t-test of
equality of means at the group level. Test 2 in column
(4) is the Mann-Whitney U non-parametric test per-
formed at the session level. Quartile 1 corresponds to IF
∈ [−400,−222], Quartile 2 to IF ∈ [−221,−62], Quar-
tile 3 to IF ∈ [−61, 19], and Quartile 4 to IF ∈ [20, 200].
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Table 10: Ratings and firms’ actions: marginal effects

(1) (2) (3) (4)
Bad rating (B) Good rating (A)

Baseline outcome: High Risk Default Low risk Default Low risk

CRA treatment 0.0939*** -0.0921** -0.0888* 0.110**
(3.62) (-2.23) (-1.93) (2.66)

Observations 735 735 600 600
Notes: The table reports estimates from multinomial logit regressions where the de-
pendent variable is the firm action: default, high-risk project, and low-risk project.
Reported coefficients are the marginal effects (dy/dx), representing the change in
the probability of choosing a given action relative to the high-risk project. Columns
(1) and (3) present the marginal effects for default relative to the high-risk project,
while columns (2) and (4) report the effects for choosing the low-risk project relative
to the high-risk project. Results are shown separately for values of fundamentals
corresponding to a Bad rating (B), i.e., values below -31 in columns (1)-(2), and a
Good rating (A), i.e., values above -31 in columns (3)-(4). The baseline category
is the high-risk project. Constant terms, a period scalar, and internal funds (IF)
are included in the regressions but not reported. Standard errors, clustered at the
session level, are reported in parentheses. ***, ** , and * indicate significance at
the 1%, 5%, and 10% levels, respectively.
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