DNB Working Paper

No. 533 / November 2016

Mining matters: Natural
resource extraction and
local business constraints

Ralph De Haas and Steven Poelhekke

DeNederlandscheBank

EUROSYSTEEM




Mining matters: Natural resource extraction and local business
constraints

Ralph De Haas and Steven Poelhekke *

* Views expressed are those of the authors and do not necessarily reflect official
positions of De Nederlandsche Bank.

De Nederlandsche Bank NV

Working Paper No. 533 P.O. Box 98
1000 AB AMSTERDAM

November 2016 The Netherlands



Mining matters: Natural resource extraction
and local business constraints”

Ralph De Haas? and Steven Poelhekke®

@ European Bank for Reconstruction and Development (EBRD), UK and Tilburg University. Email:
dehaasr@ebrd.com
bVrije Universiteit Amsterdam and De Nederlandsche Bank, The Netherlands.
Email: steven.poelhekke@vu.nl.

20 October 2016

Abstract

We estimate the impact of local mining activity on the business constraints experienced by 22,150 firms
across eight resource-rich countries. We find that with the presence of active mines, the business
environment in the immediate vicinity (<20 km) of a firm deteriorates but business constraints of more
distant firms relax. The negative local impact of mining is concentrated among firms in tradeable sectors
whose access to inputs and infrastructure becomes more constrained. This deterioration of the local
business environment adversely affects firm growth and is in line with a natural resource curse at the
sub-national level.
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1. Introduction

The last two decades have witnessed an extraoydexgmansion in global mining activity. A
surge in commodity demand from industrializing cio@s pushed up the price of metals,
minerals and oil. This in turn led to substanti@vnmining investment, an increasing share of
which is concentrated in emerging markets (Humphr2910). This geographical shift reflects
that many American and European mineral deposite by now been depleted and that the
long-distance transport of minerals by sea hasrbecless costly. As a result, the world’s
largest mines can nowadays be found in Africa, Asid Latin America.

The mining boom has also reinvigorated the delatetthe impact of mining on economic
activity and welfare. Some regard mines simplytaadalone enclaves without any notable
local impact (Hirschman, 1958). Others point to phaentially negative consequences of
natural resource dependence such as real exchatgeppreciation, economic volatility,
deindustrialization and corruption (see van dergl¢2011) for a comprehensive survey).
Mines may also pollute and threaten the livelihoofdecal food producers. They often require
vast amounts of water, electricity, labor and isfiracture, for which they may compete with
local manufacturers. Yet others stress the poteiftia positive spillovers to firms and
households as mining operators may buy local inpotshire local employeéd.ocal wealth
can also increase if governments use taxable mimiofits to invest in regional infrastructure
or to make transfers to the local population.

Our paper informs this debate by estimating theaichpf active mines on nearby firms
across eight countries with large manufacturing amding sectors: Brazil, Chile, China,
Kazakhstan, Mexico, Mongolia, Russia and Ukrainer @etailed data allow us to get around
the endogeneity issues that plague country-leveliess as well as the limitations to external
validity of well-identified country-specific paper®ur empirical analysis is motivated by the
“Dutch disease” model of Corden and Neary (1982i¢tvsets out how a resource boom drives
up wage costs for firms in the traded (manufact)rsector as they compete for labor with
firms in the resource and non-traded sectors. Wmtingsize that mining companies and
manufacturing firms also compete for other inetasly supplied inputs and public goods—
such as transport infrastructure and electricitye-at this hurts tradeable-sector firms, which

are price takers on world markets, in particular.

1 For example, Wright and Czelusta (2007) argue‘timktages and complementarities to the resourcéosevere

vital in the broader story of American economiccass”.



We test this hypothesis by combining two main dadts. First, we use detailed data on
22,150 firms from the EBRD-World Bank Business Earmiment and Enterprise Performance
Survey (BEEPS) and the World Bank Enterprise Sur¥énese data contain the responses of
firm managers to questions on the severity of wariconstraints to the operation and growth
of their business, including access to transp&ragtructure, electricity, land, educated workers
and finance. A growing literature uses such sumata to gauge whether access to various
public goods affects firm performantezirms’ perceptions of the relative importance of
different external constraints on their activityndae useful to learn about which constraints
affect economic activity the most (Carlin, Schaféerd Seabright, 2010). These constraint
variables also measure competition for inputs tiyexs they reflect firms’ intended rather than
actual use of inputs. We therefore exploit variatacross firms in the reported severity of
external input constraints to assess how localngimictivity, by congesting the quality and
guantity of public input provision, affects the ldiiof local firms to grow.

Second, we use the proprietary SNL Metals & Minidgta set, which contains
comprehensive information on the geographical looabperating status and production data
for individual mines. We identify the latitude amshgitude of 3,793 mines producing 31
different metals and minerals in our country samplepending on the year, we observe the
operating status of between 1,526 and 2,107 mines.

Merging these firm and mine data allows us to paiptecise and time-varying picture of
the mines that open, operate and close aroundieactsince local mining activity is plausibly
exogenous to the performance of individual firms—adargely depends on local geology and
world mineral prices—we can identify the impactnaihing on local business constraints and
firm performance. To the best of our knowledge sdarthe first paper to estimate this impact
of mining activity on firm performance across aiggr of countries.

Two core results emerge from our analysis, bottsistent with a sub-national version of
the seminal Corden and Neary (1982) model. Findine with a “resource-movement effect”,
we uncover heterogeneous mining impacts in the idiate vicinity € 20 kilometers) of active

mines that depend on whether a firm produces ttde@a non-tradeable goods. Only producers

2 See, for instance, Commander and Svejnar (201d)Guorodnichenko and Schnitzer (2013). Appendix B
contains the questions we use in this paper and .emterprisesurveys.org provides additional backgdou
information. The surveys also provide a rich aradyfirm covariates, such as their industry, agdesa

employment, and ownership structure.



of tradeables that are close to active mines rejghitier business constraints (as compared with
similar firms that are not close to mines). Thasad are especially hampered in their ability
to access transport infrastructure and educatekemmrimportantly, mining-induced business
constraints hurt firm performance in terms of ergplent, asset size and sales. Our results
indicate that moving a producer of tradeables feomegion without mines to a region with
average mining intensity would reduce sales byetr@gnt on average. In sharp contrast, up- or
downstream firms in the natural resource secteifiend firms in the construction and non-
traded sector actuallyenefitfrom local mining activity.

Second, in line with a sub-national “spending dffeee find that current mining activity
improves the provision of public goods in a diseauband of between 20 and 150 km around
firms. This indicates that while mines can caugestructure bottlenecks in their immediate
vicinity and crowd out other firms, they may impeothe business environment on a wider
geographical scale.

In robustness tests we vary the distance bandsérums; exclude young firms which
may self-select into locations close to mines; eael firms that have plants in multiple
locations; examine coal mines separately; contnobfl and gas fields; analyze panel data for
a sub-set of firms; and measure mining activityngssatellite imagery of night-time light
intensity. None of this affects the main result®r&bver, a spatial randomization placebo test
indicates that our findings are not spurious bysese on the exact location of the mines.

This paper contributes to a growing literature lo@ €conomic impact of natural resource
abundance. Early contributions point to a negatiess-country correlation between resource
exports and long-term economic growth (Sachs anch&¥a1997 and Auty, 2001). Various
mechanisms have been proposed for why resourcezaahtries appear unable to convert
natural resources into productive assets. Thesed@@n appreciation of the real exchange rate
which turns non-resource exports uncompetitive (&ferementioned Dutch disease);
worsening institutions and governance (Besley amdgen, 2010; Dell, 2010); rent seeking
(Mehlum, Moene and Torvik, 2006; Beck and Laeved(& and increased conflict (Collier
and Hoeffler, 2004; Miguel, Satyanath and Serge2@0Q4). The cross-country evidence
remains mixed—reflecting thorny endogeneity issuaad-the very existence of a resource

curse continues to be heavily debated (van degRiod Poelhekke, 2010; James, 2015).



To strengthen identification, recent papers exploitro data to estimate the impact of
natural resource discoveries on local living stadsidAragon and Rud (2013) show how the
Yanacocha gold mine in Peru improved incomes andwoption of nearby households. Their
findings indicate that mining can have positivealoequilibrium effects if backward linkages
are strong enough.loayza, Mier y Teran and Rigolini (2013) and Lippé2014) also
document positive impacts on living standards ferRand Zambia, respectively. For the case
of Ghana, Fafchamps, Koelle and Shilpi (2016) timat gold mining has led to agglomeration
effects that benefit non-farm activitie€€onsistent with these country studies, Von dettzol
and Barnwall (2014) show for a sample of develomagntries that while mining boosts local
wealth, it often comes at the cost of pollution aedative health impacts.

We contribute to this nascent literature in two safirst, we shift the focus from
households to firms in order to gain insights ith® mechanisms through which mining affects
local economic activity (and ultimately househaidamesy. We not only observe firm-level
outcomes (such as sales and employment) but a¢sonéthanisms through which mining
activity hampers some sectors but benefits otl&Fsond, using harmonized micro data from
a diverse set of countries with large mining andufiacturing sectors adds to the internal as
well as external validity of our results.

Our paper also relates to a small parallel litesatan local oil and gas booms in the United
States. Michaels (2011) and Allcott and Kenisto@1@) show that historical hydrocarbon

3 See Cust and Poelhekke (2015) for a survey. O#stimate impacts on health and behavioral outcauels as
female empowerment and infant morbidity (Tolone@1%) and risky sexual behavior (Wilson, 2012). Sub-
national data have also been used to reassessdbaised on cross-country data, such as that nats@lirces
cause armed conflict and violence (Dube and Varg@s3; Arezki, Bhattacharyya and Mamo, 2015; Berman
Couttenier, Rohner and Thoenig, 2015).

4 Backward linkages exist if mines purchase locauts like food, transportation services and rawemals.
Forward linkages include the downstream processimgineral ores such as smelting and refining.

5 Aragon and Rud (2015) show the flipside of Ghamaiald mining: increased pollution, lower agricuitl
productivity and more child malnutrition and respary diseases.

6 Glaeser, Kerr and Kerr (2015) show how proximiyntining deposits led US cities to specialize ialsable
activities, such as steel production, at the costwer start-ups. This negative impact on locdtepreneurship

can become entrenched if entrepreneurial skillsatiides are transmitted across generations {Zhir961).



booms benefited county-level economic growth thtoympsitive agglomeration effects,
backward and forward linkages, and lower transposts’ In contrast, Jacobson and Parker
(2014) find that the US oil and gas boom of theQk9éd to negative long-term income effects.
They suggest that contrary to booms in the mortantipast (as studied by Michaels, 2011) the
persistent negative effects of the 1970s boom bHsg long-term positive agglomeration
effects. We assess whether our results are sengitihe presence of oil and gas production by
extending our regressions with the number of ail gas fields (if any) around each firm.

We also contribute to the literature on the retatlop between the business environment
and firm performance. This literature has movednfrosing country-level proxies for the
business environment (Kaufmann, 2002) to firm-leweirvey-based indicators of business
constraints. While various papers find negativeaations between such indicators and firm
performance, endogeneity concerns lifggEommander and Svejnar (2011) link firm
performance in 26 transition countries to firms’roawssessments of various aspects of the
business environment. They conclude that once cpuixed effects are included, firms’
perceptions of business constraints add little angiory power. Our contribution is to use
exogenous shocks that stem from the opening ofelacgle mines to help mitigate the
endogeneity concerns that continue to plague iteisture.

Lastly, a related literature investigates the neggatxternalities (congestion) and positive
externalities (agglomeration) of geographically @emtrated economic activilyCongestion

occurs when firms compete for a limited supply ofrastructure or other public gootfs.

7 Caselli and Michaels (2013) show that revenue faiitglifrom Brazilian offshore oil wells (where bagird and
forward linkages are less likely) led to more mipat spending but not to improved living standar@sollo,
Nannicini, Perotti and Tabellini (2013) show thaistmay reflect an increase in windfall-inducedraption and
a decline in the quality of local politicians. Likese, Asher and Novosad (2016) show how mining onindia
result in the election of criminal politicians.

8 E.g. Johnson, McMillan and Woodruff (2002); Bedkemirgiic-Kunt and Maksimovich (2005); Dollar,
Hallward-Driemeier and Mengistae (2006) and HalllvBrriemeier, Wallstein and Xu (2006). Some papees u
industry or city averages of business constragisther regressors or instruments to reduce emeityeeoncerns.

9 See Combes and Gobillon (2015) for a survey obtjgdomeration literature.

10 A recent literature investigates the spatial impaicinfrastructure on economic activity. Donalds@®914)

shows how new railways in colonial India integratedions and boosted welfare gains from trade. simdlar



Agglomeration effects emerge when spatially proxaerfams benefit from deeper local labor
markets, the better availability of services angnmediate goods, and knowledge spillovers
(Marshall, 1920). In line with agglomeration bet®fiGreenstone, Hornbeck and Moretti
(2010) show that US firms close to new large plamiserience positive productivity spillovers.
We assess whether newly opened mines mainly legubgsive agglomeration or negative
congestion effects for nearby firms.

The paper is organized as follows. Section 2 dggdosimple theoretical model and derives
our main hypotheses. Sections 3 and 4 then desmrit@ata and empirical strategy, after which

Section 5 presents our results. Section 6 concludes

2. Theory and hypotheses
To build intuition on how a mining boom affects bdbdcal and more distant firms, we adapt a
multiregional de-industrialization model (Allcottn@ Keniston, 2014). This theoretical
framework is closely related to earlier Dutch dseanodels (Corden and Neary, 1982; Van
Wijnbergen, 1984). The distinctive feature of owdal is that there are multiple regions across
which labor is (imperfectly) mobile and that redistition of natural resource rents may take
place between regions.

We model each region as a small open economy vefzate consumer supplies one unit of
labor. Consumers work in one of three sectorsnmeaufacturing sectom, which produces
goods that are tradeable internationally and acezgens; services , which are non-tradeable

across regions; and the tradeable natural res@eaterl . The prices of both manufacturing

goods p,, and mineralsp, are set on world markets and therefore exogeruiy. the price
of non-traded serviceg; is endogenous and varies by regiorEach sectors produces
X = A FS( Isi) where A, is productivity. A; has a local component due to a sector’s reliance

on region-specific inputs such as agglomeratiomenves or natural resource deposks.is

vein, Bonfatti and Poelhekke (2015) show how pueplosilt mining infrastructure across Africa detemel long-
term trading patterns between countries. In Chiha,construction of trunk roads and railways reicéd the
concentration of economic activity and increaseshemic output (Faber, 2014 and Banerjee, Duflo @rah,
2012). In the United States, Chandra and Thomp260Q) and Michaels (2008) exploit the constructasn
interstates to document agglomeration effects.

1 we do not model firm heterogeneity or firm entryeait as we cannot measure firm-level productivity.



a production function common to sectwmith F,(0) =0, F,(J)>0 andF,(J)<0 , andl is

labor employed by secta in regioni.

Employment is perfectly substitutable across secémd is mobile between regions such

that total labor supphyl; is an increasing function of both wages and tenssfeceived by

workers:L, = L(V\( + b) . With full employment we have:

Lo+ 1+ 1, =L (w, +b) 1)

mi |

Per capita transfersb are an increasing function of national resourcentsre

R=>(Rn X —w]) but ultimately depend on the country’s welfare fiore and the

exogenous weights attached to individuals in th&aekng region. For example, if local
consumers own the mining land (which resemblest$téutional setting in the United States)
then transfers in the form of royalty payments barsubstantial. Conversely, if the state owns
the mining rights (as is the case in most otherntaes) then fewer mining rents are
redistributed to the producing region and rentsrestead spread across regions.

Labor inputl can also be interpreted as being used in combimatith public good inputs,
such as infrastructure, which are used in a fixegg@rtion to labor. We assume that such public
goods are not mobile across regions, exogenoushidad by a higher layer of government,
and increasing in national natural resource rBns higher demand fdrthen translates into a
higher demand for public goods as well. Cruciallye supply of such goods does not
endogenously adjust to higher shadow prices far tis®. For example, increased congestion
on rail and roads will drive up delays and transg@yn costs, but it is up to the (national)
government to invest more in these particular gubbods (which are non-excludatdet
rivalrous in consumption). Congestion of public de@nd competition for private goods will
show up as higher self-reported business consiraihen firms intend to use more of these
inputs but cannot do so due to congestion or becduescost of using a given input rises. These
costs can be monetary in the case of private gand$oth monetary and time related (due to

delays) in the case of public goods.



We assume that all minerals are directly or indiyeexportedi? Aggregate income in
regioni then equals consumption of manufacturing goodssandces from which consumers

with Cobb-Douglas preferences derive utilidy.
(W+B)L=RG+ R G )
whereC,,; includes imports from other regions and counti@@mand is given by:
PGy = La(w+b) (3)
PrCoi = Li(1=a)(w+ ) @)

The termly is the spending effect in the terminology of Carédand Neary (1982). If these

transfers are zero, then an increase in the pbiftiaof the natural resource sector will raise

wages and non-traded prices proportionally. Trassfeay be such that a natural resource boom

in regioni can introduce a spending effect in regibmfor example in the state or province to
which the region belongs.

The services and traded manufacturing goods marketibria follow as:
C=X,=AFR ( Ini) )
C:mi:Xmi-'-“\/Imi:'A\'nilzm(lmi)-i-”vI mi (6)

where IM , are net imports of manufactured goods. Finallyfqut sectoral labor mobility

equalizes wages across sectors to their margiondlpt:

w = AR() = BAF(L)= B A E(L) (7)

We model a local resource boom as an exogenoug shtiwe natural resource sector in region

i such that this sector becomes more productives ddm either be achieved through a rise in

P, , the world price of minerals, or through a riseAjn which can be thought of as an

12 Downstream sectors may use minerals as inputsansequently export all downstream products.



improvement in extraction technology or the disegvef new deposits in region'3 In both

cases local profits increase, which also increiaesfersh .

The impact of the local resource boogA; will be fourfold. First, the demand for labor
and public goods in the mineral sector rises angesancrease (equation 7). However, to the
extent that labor supply; is not perfectly inelastic, immigration from othergions will

dampen this increase in wagéd-or perfectly elastic supply, the increase in tat®@mand in
the mineral sector is completely met by supply frotiner region3> Moreover, to the extent
that supply chains are local, firms with strongttgesm or downstream linkages to mines may

benefit from an increased demand for intermedigtets (Moretti, 2010).
Second, the boom i, A, raises services pricep, and induces a real appreciation in

regioni. The production of non-traded services increasesHigher wages (if labor demand

is not fully met through immigration) are passed@migher non-traded prices through a rise

in local aggregate demand. Moreover, a ris@,i#\, raises mineral rents and thereby regional
transfersly. This also raises local aggregate demand andefudhives up pricesp, and

services productiorX,, .16

13 New discoveries are assumed to be exogenous s atiqn is spatially homogeneous within countryasgin
the sense that it is uncorrelated with pre-existiagnomic activity and other local characteristics.
14 Since labor and public goods are used in fixeg@ribons, immigration will not dampen the wage #ase

unless more public goods are supplied as well. @h&sy be financed by natural resource rents.
5 An increase inp, A raises the marginal product of labor in the resewector and thus wages in (7). It also
decreases employment in the other two sectors ifeewi@) for sectorm (an equivalent forn) as

L A r .
n =F" (p_ F (In)j). Labor reallocates from sectarsandn to sector. However, through combining

m° mi

equations 1 and 7, the upward pressure on wagesudsequent reallocation is muted to the extentdt labor
supply is elastic. Wages increase as long asregadnal labor supply is not fully elastic.

16 We assume that an exogenous frac#idof national rents are spent in the producing negimtal local income

from rents is equal tay Y p, A (F (- F(J1 ), such that local rents are increasingdpA . This relaxes the

ron

consumer budget constraint (3) and increases derfandon-traded goods, raising pricgs,. Combining



Third, if wages increase, profitability in the madacturing sector declines because the

traded sector is a price taker on world marketsntthe marginal product of labor in the
manufacturing sector it follows thdt and X, decrease, which is the resource-movement

effect in Corden and Neary (1982). Manufacturingsamuently contracts as firms compete
with establishments in non-resource regions ttéihdt suffer the same increase in input costs
(Moretti, 2011).

Fourth, to the extent that labor is mobile betwesgions and rents are redistributed across
regions, we should expect spillover effects. Thenigration of labor into the boom region
results in excess labor demand in origin regiond possibly a shrinking of services and
manufacturing sectors in these regions. Unless lsboighly mobile, we expect this effect to
attenuate with distance.

The increase in aggregate demand in the produeigign spills over into higher demand
for manufactured goods, which have to be suppledugh imports from other regions or
countries. In the former case, the demand for natufing goods in nhon-booming regions
increases. This effect is particularly strong if nealistribution of rents takes place and local
income increases by the full amount of rents. Insample of countries, it is more likely that
the increase in national mineral rents spreadsaio-booming regions through transfers.
Transfers thus introduce a spending effect in noorfing regions as well. From the
perspective of the traded sector, the positiveetradd spending effects are likely to be
attenuated less by distance than the wage effegicijwreflects regional competition for
relatively immobile labor).

In all, this theoretical discussion suggests twanmestable hypotheses with regard to the

impact of mining on the business constraints fdnedearby firms:

F,(1,)

equations 3, 5 and 7 yields, A, Fn(lni) = I_Ia( / +b|) =w—

F (1)

services  production as a function of population andatural resource  production:

, and provides an expression for non-traded

La+wa E K (I” ) -l |= i (l"') Takin ivati A i i
i ) , = . g the derivative top and using the fact thaF is concave,
i FI n r mn

(1) F(1.)

oL /op A 20, and dl, /ap, A 20 yields that an increase i, A raises both non-traded labor input and

ron ron

production. This results from an increase in waayes thus populatiot, and through increased demand due to

the transfer of rents. Finally, non-traded priceséase.
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1. Negative resource-movement effects in the vicirofy mines are associated with a
deterioration of the business environment expeedry local firms. At a greater distance
from mines, these negative effects are (more thampensated by positive spending effects
as the provision of public goods expands and tis&nless environment improves.

2. In line with local resource-movement effects in imnediate vicinity of mines, firms in
tradeable sectors experience tighter businessreamtst (in terms of access to labor and
public goods such as infrastructure and instit@jdhan firms in non-tradeable sectors or

in the natural resource sector. Positive spendiiegts benefit firms across all sectors.

3. Data

For our purposes we need data on the businesgaiotstexperienced by individual firms as
well as detailed information on the presence ofasim the vicinity of each firm. We therefore
merge our firm-level survey data from eight emeggimarkets—Brazil, Chile, China,
Kazakhstan, Mexico, Mongolia, Russia and Ukraineththe geographical coordinates of the
near universe of minerals (including coal) and matmes in these countries. All of these
countries are geographically large, have a suhbatanining sector and participated in one or
more business environment survéys.

3.1. Mining data

We download data from the leading provider of mgninformation, SNL’'s Metal & Mining
(formerly Raw Materials Group). The data set cargdor each mine annual information on
the production levels for each mineral as wellles &PS coordinates of its center point. We
also know the mine’s operation status at each pairime. This allows us to distinguish
between active (operating) and inactive mines. Bkasus is typically driven by exogenous
world prices: when prices rise, more mines (re-jop&e assemble this information for the
3,794 mines scattered across the eight countr@salBmall subset of active mines we also

know ore production, measured in millions of tonse{ric megaton, Mt) of ore mined per

17 The value of natural resource extraction at worides as a share of GDP in 2008—not taking intmant
production costs—was 8 percent in Brazil; 25 pergehile; 15 percent in China; 56 percent in Kdrstan; 12
percent in Mexico; 35 percent in Mongolia; 40 petda Russia; and 17 percent in Ukraine (sourcerlévVBank,

Adjusted Net Savings Data).
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annum?® Although a measure of ore produced (which includeth rocks and metals and
minerals with varying grades) may be a better gaaigeow many inputs the mine requires it
is unfortunately only recorded for one in ten ralevmine-year observations. We therefore use
the total production value of actual metal contantnultiplying the production of each metal
or mineral with its current world price.

We focus on mines rather than the extraction ofaoidl gas as hydrocarbon production
typically has a different structure in terms of mommental, social and economic impacts
(World Bank, 2002). For instance, oil and gas tendccur in larger concentrations of wealth
than metals and other minerals and this might tealdrger spending effects. Hydrocarbon
production is also more capital intensive and nfardfore affect labor demand to a lesser
extent. Moreover, in our sample, oil and gas fieate very remote from almost all

manufacturing activity. We return to the issue ydifocarbon production in Section 5.5.

3.2. Firm data

To measure firms’ business constraints we use wariounds of the EBRD-World Bank
Business Environment and Performance Survey (BEER8)the equivalent World Bank
Enterprise Surveys. Face-to-face interviews wetd hgth 22,150 firms in 2,144 locations
across our country sample to measure to what exiarticular aspects of the business
environment hold back firm performance. The survesse administered on the basis of a
common design and implementation guidelines.

Firms were selected using random sampling with ethstatification levels to ensure
representativeness across industry, firm size agwm. The sample includes firms from all
main industries (both manufacturing and services) this allows us to use industry fixed
effects in our regression framework. While mines aot part of the surveys, upstream and
downstream natural resource firms are included.firbefour columns of Appendix Table A4
summarize the number of observations by year andtop (all regressions include country-
year fixed effects). We have data for the fiscarge2005, 2007, 2009 and 2011.

18Mines typically produce ore that contains severilarals with varying grades. Appendix Table A3 pdes a
frequency table of the minerals in our data sdtnfiherals and metals are point-source resouradikeudiffuse
natural resources such as coffee and tobaccoatiegyroduced in geographically concentrated lonatibimited
information on reserves is also available but waifoon actual mining activity as unmined subsakésshould

not affect firm performance directly.
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As part of the survey, owners or top managers etatlaspects of the local business
environment and public infrastructure in terms a@whmuch they constrain the firm’'s
operations. For instance, one question d$&®lectricity “No obstacle”, a “Minor obstacle”,

a “Moderate obstacle”, a “Major obstacle” or a “Vey severe obstacle” to the current
operations of your establishmeht8imilar information was elicited on the follovgrbusiness
constraints: inadequately educated workforce; acte&inance; transportation infrastructure;
practices of competitors in the informal sectorcems to land; crime, theft and disorder;
business licenses and permits; political instahildorruption; and courts. Crucially, these
guestions allow us to measure competition for ispitectly because they reflect a firm’'s
intended use of inputs as opposed to their acealMoreover, we do not have to rely on price
data which often do not exist for non-market publiods. Because the scaling of the answer
categories differs across survey rounds (eithévea br a four-point Likert scale) we rescale
all measures to a 0-100 scale using the convefsionula (value — minimum value)/(maximum
value — minimum value).

For each firm we construétverage business constraintghich measures the average of
the above-mentioned 12 constraint categories. thkeunderlying components, this average
ranges between 0 and 100. Appendix A containstadgrsm of the distribution of this variable.
In addition, we create the measuiaput constraints(access to land, access to an educated
workforce, and access to finance); lot@rastructure constraintgelectricity and transport);
and Institutional constraints(crime, informal competitors, access to busingsentes,
corruption, political instability and court qualjityThese three measures again range between 0
and 100. The average constraint intensity is 30t2Here is wide variation across firms; the
standard deviation is 27.3. The most binding cansts are those related to access to inputs
(34.7), followed by infrastructure constraints &%nd institutional constraints (23.4).

We also create firm-level covariates. These inclimefirm Age in number of years and
dummies to identiffsmall firms Medium-sized firmandLarge firms International exporters
(firms whose main market is abroa@preign firms(foreigners own 10 percent or more of all
equity); andState firmgstate entities own at least 10 per cent of thma'§ equity). We create

the following industry dummiesManufacturing Construction Retail and wholesajeReal
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estate,renting and business serviceand Others!® For each firm we know the name and
geographical coordinates of its location (city@wm). We exclude firms in capital cities.
Lastly, the enterprise surveys not only measure libsiness constraints that firms
experience on a daily basis but, for a subsetresuounds, also their performance. We create
log Employmentlog Assetsand log annugbalesas firm-level outcome measures. Table Al in
the Appendix provides an overview of all variablefiditions while Table A2 provides

summary statistics.

3.3. Combining the mining and firm data

A final step in our data construction is to merge-tha local level—information on individual
firms with information on the mines that surrouheém. We identify all mines within a radius
of 20 km (12.4 miles) and within a distance bandetween 21 and 150 km (13.0 and 93.2
miles, respectively) around each firm. Figure lvmles a data snapshot for two sample
countries, Ukraine and Kazakhstan. The top pamaishhe location of firms and mines and
indicates that geographical coverage is comprehenbirms are not concentrated in only a
few cities nor are mines clustered in just a fegiors. Zooming in to the squares in the bottom
panel reveals substantial variation in distancéwédxen firms and mines. There are both firms
with and without mines in their immediate vicinityithin a 20 km radius). Throughout our
analysis, we nevertheless include a dummy for wdreghsub-national administrative region
has any mines or not. All results are also robustdluding region-year-sector fixed effects so
that we compare firms with and without local mimeghe same year, in the same sectoriand

the same geographical region within a country

[Insert Figure 1 here]

We are agnostic about the spatial range within whiines affect firms and therefore start by

exploring spatial rings used in the literatéff&Ve assess distance circles of radius 10, 20, 50,

19 Once we separate firms into traded, non-tradedstoaction and natural resource related sectorsiepiace
sector dummies with dummies for these categories.

20 Kotsadam and Tolonen (2013) and Tolonen (2015)ghat the impact of African gold mines on laborrkeds
is strongest within a radius of 15 to 20 km. C@€t1(5) finds that labor market impacts are concgsdravithin a

15 km radius around Indonesian mines. Aragén and @015) use a 20 km radius to study agricultural
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100, 150, 300 and 450 km. Exploratory regressiamAppendix Table A5) show positive
effects on firms’ constraints up to 20 km, afterieththe sign switches to negative effects up
to 150 km. After 150 km the effects become very Isrivde therefore group mines into three
distance bands: up to 20 km, 21-150 km and 151k#%@nd find that only the first two bands
show significant and economically meaningful resthtAll our results are robust to redefining
these two distance bands by reducing or expandemm by 10 percent.

Using our merged data, we then create variablétioay for the extensive and intensive
margin of mining activity in each of these two diste bands. At the extensive margin, we
create dummy variables that indicate whether a ffia® at least one active mine in its direct or
its broader vicinity Any active ming In our sample, 24 percent of all firms haveeatst one
mine within a 20 km radius while 77 percent havieast one mine within a 21-150 km radius.
At the intensive margin, we measure the numberiaemaround firmsAe active mines On
average, each firm has 0.6 active mines within &iGadius but there is wide variation: this
variable ranges between 0 and 19 mines. Within-a501km distance band, the number of
active mines is on average 7.6 and again rangeslyMictween zero and 152 mines. We also
create similar variables that measure inactive smmed mines with an unknown operating
status and use these as control variables in @lyss.

Lastly, we measure the value of total productionesrby and more distant mines. Because
the volume of ore produced—and its mineral contestenly recorded for a subset of mines
and has limited accuracy, we use information omtleelian mine size by country-mineral cell
and multiply this with the annual world price oétineral. In the calculation of median mine-
size by metal-country cell, we exclude the sizéhef mine itself (if known) so that its size is

effectively instrumented by the expected size ladtiler mines in the same country that produce

productivity near African gold mines while GoltzcaBarnwall (2014) take a 5 km cutoff based on pexidence
on the spatial extent of pollution. Aragon and Re@iL3) analyze longer-distance impacts (100 knth@Peruvian
mine they study. Finally, Glaeser, Kerr and Kef312) examine distances of up to 500 km betweenpritst coal
deposits and US cities. Papers that focus on clidavel impacts due to fiscal channels typicalsoause longer
distances (Loayza et al., 2013 and Allcott and Kiemi, 2014).

2 The same pattern emerges when including sectaraictions in Panel B of Table A5. Comparing colui@n
with (8) and (9) in both panels of Table A5 alsowhk that the results of the number of mines winkm on
(traded) firms do not depend on inclusion of theebband(s). Although there is some positive spatierelation

between the number of mines across the distangs, rihis does not cause severe multicollinearity.
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the same mineral. Identification then relies nottanstatus of mines but on the exogenous type
of mineral mined and its time-varying world priddinerals that tend to be extracted in small
mines (such as lead), or those that have low wanittes, should affect firm performance less

than metals and minerals mined in large mines (asatopper) or that command high pri¢es.

4. Empirical strategy
We consider the following empirical model to estienhe impact of mining on firms’ business

constraints within a certain distance band:

stct = ﬂ M fsg 2 + yx fsct+ d sct+ 2 fs( (8)

whereY

et INdicates for firnf in sectoisin countryc in yeart either the localverage business
constraintsit experienced on a scale of 0 to 100 or, moreifipally, its Input constraints

Infrastructure constraint®r Institutional constraints.M contains a number of two-year

fsc t-2
lagged indicators of local mining activity within0a20 or 21-150 km spatial band around firm
f23 X, is a matrix of covariates related to firm ageesind ownership.

fsct
We saturate the model with country-year-sector dfixeffects—d,,—to wipe out

(un)observable variation at this aggregation lewvel to rule out that our results are driven by
industry-specific demand shocks or country-spegifaduction structures. These fixed effects
also take care of any (unintended) differencesiimes/ implementation across countries, years
and sectors. In addition, we include (within-coyhtegional dummies that are ‘1’ if the region
has at least one mine of any operating status;ot@erwise. These control for inherent

geographical and other (for example, business tdijdifferences between resource-rich and

22\While a typical lead mine produces 1 Mt of ore year, the average copper mine produces only 14 &f iite.

23 While it may take time for mining to affect locims, impacts and employment generation may airesel
substantial during the investment phase (Tolonea52 Appendix Table A6 shows that our resultsralmist to
changing the time lag to zero, one or three yd2esause we do not know for each mine how long st heen
active or closed (due to incomplete recording ef ttkstory before the year 2000) we do not attemseparate

short-run from medium or long-run effects.
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resource-poor regions within one and the same opéthRobust standard errors are clustered
by country-year-sector and in Table 8 we show dlhatresults are robust to various alternative
clustering levels. We are interested in the OL8mege off, which we interpret as the impact
of local mining intensity on firms’ business comstits®

Our data allow us to test whether the impact ofasion firm constraints differs across
sectors. As discussed in Section 2, theory sugdkatsthe impact of local mining may be
positive for non-tradeable sectors and construdtisinnegative for firms in tradeable sectors.

We therefore also estimate:

stct:ﬂMfsct-Zx Ns+ Ns+ystct+ dsc#-‘g fs (9)

where N, is one of four dummies that identify whether arfirs in aTradeablesector, the

Constructionsector, aNon-tradedsector or thé&latural resourcesector. We discuss this sector
classification in more detail in Section 5.2.

Our identification exploits that the local presen€enining deposits is plausibly exogenous
and reflects random “geological anomalies” (Egg2é1; Black, McKinnish and Sanders,
2005). The only assumption we need is that spaxiploration intensity within country-years
is homogeneous in the sense that it is uncorrelatidpre-existing business constraints and
other local characteristics and instead only depend national institutions such as
expropriation risk (Bohn and Deacon, 2000). We tteem treat the local presence of mines as
a quasi-experimental setting that allows us to tifierthe general equilibrium effects of
exogenous geologic endowments on local busine$sethe extent that exploration intensity
is driven by institutional quality, openness to EIDenvironmental regulation, such effects will

be taken care of by our country-year-sector fixéelcts.

5. Results

24 A total of 84 per cent of all firms in our data ae¢ in a mining region. All our results go throwghen we limit
our sample to these firms.

25 Alternatively, one can estimate (8) with ordereditl to reflect that our constraints measure isaherage of
rescaled business constraints. However, after liegand averaging, the resulting business-congsaneasure
takes 327 different values, which makes logit rsslgss straightforward to interpret. All our rdsubre

nevertheless robust to ordered logit estimatioto arsing a Tobit model with a lower (upper) limftG(100).
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5.1. Baseline results
Table 1 reports our baseline results on the imphatining on local business constraints. In
each regression, the dependent variable is thegeef the business constraints as perceived
by a firm. We present different functional formsoofr main independent variables: the number
of active mines in the 0-20 km and 21-150 km spatads around each firm. In the first four
columns we use a count variable—the number of aatiwnes—to measure local mining
activity. In the fourth column, we impute the og@raal status (active or inactive) on the basis
of night-time light emissions in the direct viciitl km radius) of the min&.In column 5 we
take the log of the number of mines plus one tvafbr possible concavity in mining impacts.
In line with our discussion in Section 2, we filidht mining activity near firms increases
the business constraints experienced by these .fimgontrast, mining activity relaxes
constraints at a longer distance: between 21 afidkbd we find mostly positive mining
impacts?” These findings hold regardless of the functiowaif of our mining variables and
regardless of whether we saturate the model witlntrp-year fixed effects (column 1),
country-year-sector fixed effects (all other colwpmexclude our standard set of firm covariates
(column 3) or impute missing mining statuses (coluti Column 5 shows that concavity in
the mining impact does not change the baseline ¢tspdn column 6 we measure mining
activity by the sum of night-time light emitted Wit a 1 km radius around mines. It is

reassuring that this alternative way to calculai@mg activity yields qualitatively very similar

26 Source: Earth Observation Group. Night-time ligitensity (luminosity) as captured by satellite gegy is
increasingly used to measure economic activityhat most disaggregated geographical level (Henderson
Storeygard and Weil, 2011). To impute the missipgrating status for mines, we run a probit regogsef mine
operating status on the luminosity within a 1 kndina of the mine interacted with an open-pit (versu
underground) dummy, and country-year fixed effette coefficient on lights is positive and highlgrsficant

for both types of mines with coefficients of 0.0dr&d 0.008, respectively, and this difference isifitant. Open-

pit mines therefore emit almost twice as much night light. We then use this model to predict nmigoperating
statuses and assume that a mine is operating {rédicted probability is above the median. Thieat 119
(2,520) observations in the 0-20 (21-150) km band.

27 The unreported covariate coefficients show thadafirms are more and foreign-owned firms lessst@ined

on average. Firm age does not matter much.
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impacts?® We therefore measure mining activity by the cooftmines throughout the
remainder of the paper.

In column 7 the mining count variables are expréssethe log of the number of active
minus where zero values are set to missing. Weaissvadd two dummy variables that separate
out localities with and without any mining activityhis effectively splits the earlier effect into
impacts along the extensive and intensive mardie. dconomic and statistical significance of
our earlier results hardly changes. That is, evieanmwve control for the fact that locations with
mining activity may be different from locations hitut mining, we find that—conditional on
mines being present—more mining activity leadsigbtér business constraints nearby and
fewer constraints further away.

Lastly, in column 8 our main independent varialdes total mining input of nearby and
more distant mines. As discussed before, we usenvdtion on the median mine size by
country-mineral cell and multiply this with the ara world price of the mineral. Variation
now comes from the number of mines near firms &edekogenous world price of the metals
and minerals they produce. We replicate both trangtnegative effects in the 0-20 distance
band and the strong positive effects in the wided 20 band?

In sum, Table 1 shows that mining activity is rabuassociated with a deterioration of the
business environment in the immediate vicinityiohs but with an improvement at a larger
distance. Conditioning on the presence of any miwesfind that this effect is stronger when
there are more mines and when mines are largernmstof total ore output. These results are
in line with negative local resource-movement dfeind positive regional-spending effects.
A one standard deviation increase in nearby miimigeases the average business constraint
by 0.6 percentage points (compared with an aveshg@e.2) while more distant mining activity
reduces constraints by 3.4 percentage points. Tieeteof mining on the local business
environment hence appears modest foatreragefirm. However, theory predicts that the sign
of the impact will depend on the sector of the fitmSection 5.2 we therefore split the average
effect by sector while in Section 5.3 we estimdie teal effects of increased business

constraints and find that these are substantial.

28 The marginal effect of a one standard deviati@ngase in mines’ night-time light is 0.5 percentpgmts.
2 The sample size is reduced here since we cantiotads the mine size when output information issinig for

other mines that produce the same metal or mitretake same country.

19



[Insert Table 1 here]

5.2. The impact of mining on tradeable versus maddable sectors

Our second hypothesis states that local miningvictaffects tradeable and non-tradeable
sectors in different ways. In order to test thi®pmwe need to decide whether firms belong to
a tradeable or a non-tradeable sector. This spfibt entirely straightforward as many goods
can both be consumed locally and traded (inteQnatly. For example, a leather tannery may
sell exclusively to a local downstream clothing nf@acturer or may (also) sell internationally.
To deal with this issue, we apply two methods &ssify sectors and show that our results are
robust to either method.

First, we follow Mian and Sufi (2014) and clasdifie retail sector, restaurants, hotels and
services of motor vehicles as non-tradeabl&)( Construction is classified separatey),(
while non-metallic mineral products plus basic rietae labelled as natural resource sectors
(R). All other sectors are then considered tradeafiledn a slightly different version of this
baseline classification, we further restrict trdulea to include only those sectors that export on
average at least 5 percent of output (either dyrextindirectly through intermediaries). In a
third version, we exclude retail from non-tradeab#énd combine all excluded sectors in a
separat®thercategory.

Second, we define tradeables and non-tradeablesrditg to their geographical
concentration, following Ellison and Glaeser (199Me idea is that producers of traded goods
do not have to locate themselves close to consuaraiscan therefore agglomerate, while
producers of non-traded goods spread across spamavie nearby consumers. A measure of
agglomeration is then informative of the degre&radeability. We construct an index that is a
measure of excess concentration with respect am@om distribution of sectors across space.
Let G be a measure of geographic concentration, whkegres the share of industrgs

employment in regionandx; the share of aggregate employment in region

Gs = Z(ssi - xi)z
i

Furthermore, leH be the Herfindahl-Hirschmann index of industry cemtration, wheres; is

establishments employment share by industsy

HS = Z Zsjz

J
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G andH can now be combined into the following Ellison-&dar agglomeration index:

_ Gs - (1 - ZixiZ)Hs
R W TG

As Hs approaches zero (at high levels of aggregatioeywthe number of plants is large, or for
an increasing number of equally sized establishs)enaipproaches, /(1 — Y; x;%) and is a
rescaled measure of raw concentration. The indexbsunded on both sides, bupdE0 when
no agglomerative spillovers or natural advantagesst.e Positive values suggest more
concentration than a random distribution would predvhile negative values suggest that
establishments locate themselves relatively diffus&'e calculatess for each country-sector-
year to allow for different development stagesaxtecountry over time, which may translate
into changing agglomeration patterns. As in Miad &afi (2014), we classify sectors as non-
traded if they are within the first decile (mos$pkrsed) of the country-secteistribution.
Appendix Table A7 lists the number of firms by slifisation method. Firms in construction
and natural resources never change sector by tifinAt the margin, different methodologies
cause firms to switch between tradeable and nale#iale status, but the differences in terms
of sample size by classification do not changetaTlbe average index value of the Ellison-
Glaeser index is close to zero (-0.018) for tratkeabctors, but much more negative (-1.183)
for the non-tradeable sectors, indicating moreetspn.

In Table 2 we first use our baseline classificabbased on Mian and Sufi (2014). Using this
split, columns 1 to 3 show that only traded firmvhjch take world or national output prices as
a given, suffer from nearby mining activity whilataral resource and non-traded firms benefit.
These opposite impacts are consistent with theigireds of the standard Corden and Neary
(1982) model as well as our model of Section 2nA standard deviation increase in the number
of active mines within a radius of 20 km leads thhpercentage point increase in the average
business constraints for firms in tradeable seclidrs result holds independent of whether we
include firm controls (column 2) or impute miningatis with night-time lights (column 3).
Each additional active mine within 20 km of a tralle-sector firm increases business
constraints by an additional 0.6 percentage pointxontrast, an increase in local mining
activity reduces business constraints by 2.1 péagerpoints for firms in non-tradeable sectors
and by 0.4 percentage points for natural resouroesf(see column 1 in Table 5, where we
report the marginal effects).

At a longer distancall firm types benefit from local mining activity atihgh this effect is

imprecisely estimated for firms in the non-tradedters. A one standard deviation increase in
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mining activity in the 21-150 km band leads to aliue in business constraints of 3.8, 4.6 and
5.0 percentage points for firms in the traded, towmson and natural resource sectors,
respectively.

Robustness checks in Appendix Table A8 indicatettieafindings based on the Mian and
Sufi (2014) classification are robust to applyinbey classification methods. In particular, the
effect of mines in the direct vicinity of tradeaislector firms is reassuringly similar across alll
specifications. In the rest of our analysis, weef@e use our baseline classification.

In column 4 of Table 2 we measure local mining\distias the night-time light emitted
within 1 km around mines. The results are very lgimio the earlier regressions based on
counting the number of mines: a one standard dewiahcrease in mining leads to an 0.8
percentage point increase in business constrdipfendix Table A9 shows that this result, as
well as our previous findings, also holds when wetl for general local economic activity
as measured by night-time light emitted in a 20rkdius around firms.

In column 5 we exclude the 10 percent largest anthgest companies. Excluding younger
firms reduces the risk that firms have moved tofrom newly established mines thus
undermining our assumption that mining activityeisogenous. Excluding the largest firms
disregards firms that are least sensitive to tleallbusiness environment. When we exclude
these two types of firms, our results continuedtwhThe negative effect of local mining on
the business constraints of natural resource commpaow disappears. This reflects that some
of the largest and youngest firms in our data setraning-related companies as well as newly
established upstream and downstream companies. \Regrthese firms makes it difficult to
precisely estimate the impact of mining on the bess environment as perceived by these
firms. Note also that if some traded firms movedpawue to the opening of mines, we would
underestimate the negative effect on traded-séichos.

In column 6 we exclude firms that operate as npl#int establishments and that have their
headquarters in another region than where thevietertook place. Our findings continue to
hold here as well. Next, in column 7 we replace camntry-year-sector fixed effects with

region-year-sector fixed effects. We now compamnediwith and without local mindsa the
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same year, in the same sector and in the same ggbigal region within a countryOur main
results go through in this very restrictive speeifion3°

Lastly, in columns 8a and 8b we split the mine ¢owar firms according to whether mines
are inside (8a) or outside (8b) the administrategion in which the firm is located. Column 9
then provides an F-test for the equality of th@wsted coefficients. This shows that within the
21-150 km band, there is not much difference betwibe impact of intra-region and extra-
region mines: their presence reduces businessraoristin both cases. As expected, this impact
is more precisely estimated for mines that are avdy nearby but also within the same
administrative region.

Within the 20 km circle, we find two important efts. First, traded firms are not only
negatively affected by nearby mines in their owgiar but even more so by nearby mines that
are just across the administrative border. Thigcatds that the negative impact of mining on
the producers of tradeable goods does not simplgcteworsening institutions at the local
administrative level. Second, the sign of the imgactnon-traded firms depends on whether
the mines are within or outside the administratiegion. Nearby mineiside the same
administrative region benefit non-trading firmsqipably reflecting positive spending effects
at the administrative level) whereas nearby minstoutsidethe administrative boundary hurt

non-traded firms (just like they hurt nearby tradieahs).

[Insert Table 2 here]

Next, we unpack the average business constraiidblarin order to understarttbw local
mining affects firms in different sectors. To gétlee underlying mechanisms we create three
sub-indices of business constraints related totgfaccess to land, an adequately educated
workforce and finance), infrastructure (electriciyd transport) and institutions (crime,
competition from the informal sector, ease of afitaj an operating licence, corruption,
political instability, court quality). Each of thedndices is an unweighted average of the

underlying constraints and ranges between 0 and 100

30 As regions we use the highest administrative lavehch country: states in Brazil and Mexiest@d9, regions
in Chile (egion), mainland provinces in China, oblasts in Kazakhsind Ukraine, provinces in Mongolia and

federal subjects in Russia
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The results in Table 3 indicate that firms in trddeectors suffer from mines in their
immediate vicinity due to increased difficulties accessing inputs (column 1, in particular
qualified employees) and infrastructure (colummnZparticular transport). To a lesser extent
they also complain more about institutional constsasuch as those related to crime (column
3). Perhaps not surprisingly, both firms in the stamction and in the natural resource sector
suffer significantly less from a constrained acdessputs when they are near mines.

The beneficial effects of mining at a slightly larglistance manifest themselves mainly in
the form of fewer problems in accessing inputseeilly land and a suitable workforce. To a
lesser extent more distant firms also complain g1t competition from the informal sector.
The fact that we do not find strong effects withgana to infrastructure provision (column 2)
suggests that governments in our country samptetiase natural resource revenues to invest
heavily in regional public infrastructure. Only thatural resource sector itself reports fewer
infrastructure constraints, which may point towapispose-built infrastructure rather than
open access transportation links. This contragtstive findings of Michaels (2011) who shows
that public goods provision prolonged the posiéffects of a local resource boom in the United

States during the last century.

[Insert Table 3 here]

5.3. Real effects

An important empirical question is whether the ietpaf mining on local business constraints
also translates into measureable effects on firfopaance in terms of employment, assets
and sales. To analyze this issue, we follow Comraaadd Svejnar (2011, henceforth CS) who
examine the impact of local business constrainféronperformance using BEEPS data for 26
European transition countries. They find that courfixed effects absorb nearly all the
variation in business constraints across firmsiwitiountries and hence conclude that country-
level institutions (and other characteristics) rsponsible for holding back firms.

We first replicate their findings based on our sEnphich includes a larger number of
BEEPS/Enterprise Survey rounds and a smaller bue aligerse set of countries. It is therefore
worthwhile to examine if this additional variatitgads to different results. Contrary to CS, we
use a 2SLS approach where in the first stage wieument business constraints with local
mining activity (and the interaction terms of migiactivity with economic sector dummies).
In the second stage we then treat firm-level awetagsiness constraints as the endogenous

variable that explains firm performance. This apjgio deals with possible endogeneity that
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arises when firms report higher constraints duartancreased demand for their products in
booming mining regions. It also reduces concerfetgd to measurement error and cultural
biases in self-reported statistics. The sampleisineuch reduced when we include assets and
sales, because few firms report these numberseuaibe the 2005 survey wave did notinclude
guestions about assets or sales in China, KazakH3tessia and Ukraine.

Table 4 summarizes our results. Column 1 reportsficst-stage regression, which also
includes interaction terms between local miningvéigtand the four main economic sectors.
The specification contains country-year-sectordiedfects as well as our standard firm-level
covariates. We exclude firm size as it is likelyo®wa “bad control” that is affected by mining
activity itself and can thus introduce selectioasbi

As before, we find that mining activity in a 21-1kM band around firms reduces average
business constraints for all firms whereas minmthe immediate vicinity (<20 km) hurts firms
in tradeable sectors but benefits those in noretrthlé sectors. Local mining activity is overall
a strong predictor of average business constrdihts.is confirmed by the robust first stage F-
test on the excluded instruments, which is consisteand comfortably above the rule-of-
thumb of 10. Our instruments (mining activity ahe sectoral interaction terms) appear valid
according to a Hansen'’s J-test for overidentifyi@sfrictions.

In the second stage, we regress the log of employrteal assets or sales on the average
of reported constraints (columns 2-334)As before, we include firm covariates related to
ownership and age and we saturate the model withtpeyear-sector dummies (similar to the
OLS regressions of CS that include country-yeaedieffects). Including this rich set of
controls and fixed effects allows us to examinetiwbeconstraints as predicted by local mining
activity matter when controlling for national instions.

The results show that predicted business constra@atuce employment, assets and sales.
The effects are economically quite large. A oneddad deviation increase in local mining

activity reduces employment by 2.2 per cent, asgse&3 per cent and sales by 2.6 per cent for

31 Employment is the sum of permanent full-time engpks plus the number of part-time or temporary eyg#s
at the end of the last fiscal year. Assets areghlcement value of machinery, vehicles and egeiprim the last
fiscal year in US dollars. Sales are annual saléke last fiscal year in US dollars. All our rasudre robust to

using the book value instead of the replacementevaf assets.
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a producer of tradeablésin contrast, there are sizeable positive impatisiaing on both
assets and sales of firms producing non-tradeaidsfirms in the natural resource sector.

Table 5 provides a summary of all marginal effects.

[Insert Tables4 and 5 here]

Table A10 in the Appendix shows a number of altevealVV specifications. Throughout the
table we replace country-year-sector fixed effedth sector fixed effects. This yields more
precisely estimated second-stage results. We thinkever, that it is important to use country-
year-sector fixed effects in our baseline spedificain Table 4 to adequately control for
country-specific unobserved effects, such as ustils and macroeconomic fluctuations.
While this somewhat reduces the statistical sigaifce of the main estimates (in line with CS)
we nevertheless continue to find relatively prdgisstimated negative real impacts.

In columns 5 and 6 we use firm-size dummies. A camspn with the preceding two
columns shows that adding these potentially “badtrots” reduces the coefficients. This
suggests that controlling for firm size may introduwsome positive selection bias and lead to

an underestimation of the effect of business caimgf on real firm outcomes.

5.4. Robustness: Panel data

While our main firm data set consists of repeatetlitidependently sampled rounds of cross-
sectional survey data, a subset of firms was iem®d at least twice (in separate survey
rounds) in Chile, Kazakhstan, Mexico, Russia andaisie. We can use this small panel to
observe the same firms at different points in tand compare how firms that experienced an
increase in local mining activity differ from firntbat did not. Importantly, this difference-in-
differences framework allows us to include firmefikeffects to control more tightly for time

invariant firm and locality characteristics.

%2 These negative real impacts also indicate thanemnease in self-reported business constraints doesimply
reflect a booming local economy in which firms ggle to meet demand. If this drove our resultsablés 1 and
2, then we should find that lower reported busiressstraints lead to positive instead of negatéad effects. In
other words, instrumenting firm-level constrairgduces concerns about endogeneity of firms’ derf@aridputs

in the sense that more productive firms need mugats and thus feel more constrained.
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Table 6 shows the results. Controlling for firmeikeffects, we continue to find an impact
of mining on firms’ business constraints (colummsnt 2). The sample is much smaller (798
observations versus 20,857) and covers only 29topyrar-sectors versus 44 when using the
repeated cross-sections. Nevertheless, we now dimduch larger effect: a one standard
deviation increase in mining activity is associateith a 6.3 percentage point increase in
constraints for the average firm (column 1). Coluthnonfirms our earlier finding that this
negative impact is driven by firms in the tradead®etor, in line with local resource movement
effects. The spending effects in the wider aredes® clear cut, reflecting the smaller sample
size in these panel regressions. Columns 3 to $eptea similar IV framework as in Table 4
(we use the specification in column 2 as the 8tage). We find similar negative impacts on

firm growth although, again, the estimates are fgesise due to the smaller panel data set.

[Insert Table 6 here]

5.5. Robustness: Controlling for oil and gas fields

One may be concerned that our results are confaubgenining localities that also produce
oil and gas. Oil and gas tend to occur in higherceatrations of wealth than metals and other
minerals, which may lead to larger local spendifigots. On the other hand, production tends
to be more capital intensive and this may imply lien&ffects on local labor demand.

To assess whether our results are sensitive tothépresence of large-scale hydrocarbon
production, we extend our regressions with the remd oil and gas fields within distance
bands of each firm. We use data from Horn (2003) veéiports both the geographic coordinates
and the size of 874 giant onshore and offshoreraligas fields (with a minimum pre-extraction
size of 500 million barrels of oil equivalerid).

In Table 7 we report our baseline regressions vadi#ing the number of active oil and gas
fields (column 1), total oil and gas reserves (ooil2) or the remaining oil and gas reserves
(column 3). In each case we include these varididés measured within a 20 km distance of
the firm and for a 21-150 km spatial distance ri@ggntrolling for giant oil and gas fields does
not alter our main result that nearby mining atyiwonstrains firms in tradeable sectors but

helps firms in the non-tradeable sector as wefirass downstream and upstream of natural

33 Qil, condensate and gas are summed using a facidr006 to convert gas trillion cubic feet to eduivalent

million barrels.
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resource companies. We also find that the presehod and gas fields decreases reported
business constraints. However, closer inspectiothefdata reveals that only few firms have
any oil and gas fields nearby (Table A11). Whiler¢his on average 0.5 mines within 20 km of
a firm, there is only 0.01 oil and gas fields witlhat distance. In fact, no firms in Brazil, Chile

Kazakhstan, Mexico or Mongolia have any fields witRO km. This suggests that most fields

are located in remote regions and that the negatfeet is driven by very few observations.

[Insert Table 7 here]

5.6. Robustness: Clustering standard errors

Our data is a repeated cross-section of countripsecin such cases, Bertrand, Duflo and
Mullainathan (2004) recommend clustering at thentigulevel when estimating country-level
interventions. Yet, in our case the treatment hap the firm level and is heterogeneous
within countries. It is therefore not obvious tlaattocorrelation is an issue. Arbitrary spatial
correlation is more likely and this is taken caf®yclustering at the country-year-sector level
(without assuming a particular distance decay fongt In Table 8, we show that our main
baseline results—here replicated in column 1—aeisbto alternative clustering methods.

In column 2, we replace the country-year-sectadieffects with region-year-sector fixed
effects where (within-country) regions are eithéning rich or poor. We now also cluster the
standard errors at this level and show that owlt®are robust. In column 3, we cluster at the
country-year level while correcting the confideri@ands for the small number of clusters by
using a wild bootstrap (Cameron, Gelbach and Mi2e08). Our results for the 0-20 km band
remain precise but we lose precision in the widstadce band. Next, in column 4 we cluster
standard errors by the highest administrative lavebch country. Alternatively, in columns 5
and 6, we cluster at regions defined by grids bfl8; 2.5 degrees (which equals 275 by 275
km at the equator) and 5 by 5 degrees (550 by B8)) lespectively. The grids are defined
within country borders. In all three cases, ouultssemain precisely estimated and the effect
of mines on non-traded firms in the 21-150 distammed now becomes marginally significant.

Finally, we cluster at the country level in coluragain using the wild bootstrap procedure
to take the small number of clusters into accole.then use this regression as a first stage in
a replication of our IV results. The second-stagguits in columns 8 to 10 indicate that our

earlier findings (Table 4, columns 2 to 4) are &lio this quite drastic change in clustering.
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[Insert Table 8 here]

5.7. Placebo test: Spatial randomization of mines

One may worry that our results do not only reflbet location of mines but also unobservable
characteristics that correlate with the presencenioies in certain areas. To show that our
findings hinge on the actual location of active esinwe perform a spatial randomization test.
Following Tolonen (2015) we construct 1,000 alt¢ineadatasets where we move the location
of each mine by a random distance of up to 50 kemindirection while keeping all other mine
(and firm) characteristics constant. The numbeaative mines that falls within the distance
bands of each firm changes as a result. Using the#iially modified data, we rerun our
baseline specification of column 2 in Table 1 asfand times and plot the distribution of the
estimated coefficients for both distance bands.

Figure 2 depicts the distribution of coefficients the number of mines within 20 km of
firms (left) and for the number of mines betweera2dl 150 km (right). The red vertical lines
indicate the baseline coefficients using the triogeoved data. In both cases the distribution of
coefficients attenuates towards zero. Becauseifipdadement is large relative to the smallest
distance band, the effect is close to zero on geetia the left graph. In contrast, the
displacement is smaller relative to the 21-150 kstadice ring. Many randomly displaced
mines therefore still lie within the true distar@nd and we continue to find a negative average

effect. As expected, however, this placebo effechiich closer to zero.

[Insert Figure 2 here]

6. Conclusions

We estimate the local impact of mining activitytbe business constraints of over 20,000 firms
in eight resource-rich countries. We exploit spatariation in local mining activity within
these countries to facilitate causal inferenceoith la cross-sectional and a panel setting. To the
best of our knowledge, ours is the first paperstingate this impact of mining activity on firm
performance across a variety of countries. Ourltesue clearly at odds with views that
consider mines as “enclaves” without any tangibikd to local economies. Instead we find
that the presence of active mines deterioratesbtigness environment of firms in close
proximity (<20 km) to a mine but relaxes businessstraints for more distant firms. The

negative local impacts are concentrated exclusiaetpng firms in tradeable sectors. In line
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with mining-related congestion effects and infrasture bottlenecks, the ability of these firms
to access inputs, skilled labor and infrastructsirfampered. This mining-induced deterioration
of the local business environment also stunts tlosvilp of these firms: they generate less
employment, sell fewer goods and own fewer assetsharp contrast, firms in the services
sector and in upstream and downstream natural ressectors benefit from local mining.

In line with the Dutch disease model of Corden &tehry (1982), our results provide
evidence for negative-resource movement effectsegrimmediate vicinity of mines (a “local
curse”) as well as positive spending effects indgewgeographical area (a “regional blessing”).
We believe that these findings can contribute better understanding of why studies of the
local impact of mining often find positive effeaisa household income, while many aggregate
studies find adverse effects on national incomeavtiroOur results suggest that only traded
sector manufacturing firms suffer from mining, amuy at a localized level, while the non-
traded and construction sectors benefit. Becauss fitms are traded we find that the net
average effect is negative at the local level. Mueeg, the spending effect may increase demand
for all sectors in the wider economy.

From a policy perspective our results indicate, tbataverage and across countries, mining
activity can have a positive impact on local ecor@mTo minimize localized negative effects
on the business environment, policy-makers shauliktabout ways to let local producers
share extraction-related infrastructure. This megluce the infrastructure bottlenecks and
congestion effects that we observe in the datardwipg transport, electricity, water and other
enabling infrastructure may not only help firmstiadeable sectors but also further stimulate
local services sectors and clusters of downstreanupstream industries that are related to
mines. To maximize positive spillovers, policy-mekean also help firms to become fit to
supply local mining-related supply chains. Thesasnees can help meet the preconditions for
a resource boom to trigger agglomeration and pesiting-term impacts.

Finally, the geographical and sector distributidnttee economy at the time of natural
resource discoveries also matters for whether reedaboms have aggregate negative growth
effects or not. Moreover, to what extent any negasffects persist depends on whether the
contraction of tradeable sectors during the boolhbsireversed once a boom ends. Tradeable
sectors may remain depressed for a protracteddodrauring the boom local residents have
specialized in resource-related skills that areeasily transferable to other sectors. Policy has
a clear role to play here as well.
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Appendix A. Histogram of Average business constraints
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Appendix B. Survey questions

We use the following BEEPS V survey questions tasoee firm-level business constraints. In
each case the following answer categories weresaffBlo obstacleMinor obstacle Moderate
obstacle Major obstacleVery severe obstaglBon’t know Does not applyFor earlier survey

rounds and for the World Bank Enterprise Surveysiseequivalent questions.

Question C.30a: Using the response options on the card, to wegrak iselectricity an

obstacle to the current operations of this estaivlent?

Question D.30a: Using the response options on the card, to wgitask igransport an obstacle
to the current operations of this establishment?

Question E.30: Using the response options on the card, to wieagred arepractices of

competitorsin theinformal sector an obstacle to the current operations of thisbéistament?

Question G.30a: Using the response options on the card, to whgtek isaccess to land an

obstacle to the current operations of this estaivlent?

Question 1.30: Using the response options on the card, to wkgtek iscrime, theft and
disorder an obstacle to the current operations of thisistanent?

Question K.30: Using the response options on the card, to wigtes isaccess to finance an

obstacle to the current operations of this estaivent?

Question J.30c: Using the response options on the card, to wegitesk aréusiness licencing

and permits an obstacle to the current operations of thishéistement?

Question J.30e: Using the response options on the card, to wlgtes iolitical instability
an obstacle to the current operations of this &stabhent?

Question J.30f: Using the response options on the card, to wlegre® iscorruption an

obstacle to the current operations of this estaiment?

Question H.30: Using the response options on the card, to whgted areourts an obstacle

to the current operations of this establishment?

Question L.30b: Using the response options on the card, to whgte® is annadequately

educated workforce an obstacle to the current operations of thisdistament?
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Tablel

L ocal mining and business constraints

Average business constraints

(1] (2] 3] (4] 5] (6] [7] [8]
Ne active mines 0-20 k 0.34¢ 0.34¢ 0.37¢ 0.35: 1.031 0.00¢ 0.91: -
(0.134 (0.135 (0.144  (0.153  (0.461  (0.004  (0.355 -
Ne active mines 21-150 k -0.247 -0.247 -0.23¢ -0.24¢ -2.37( -0.00¢ -2.38¢ -
(0.113 (0.113 (0.113 (0.110 (0.810  (0.005  (0.833 -
Any active mine 0-20 k 0.73¢
(0.441
Any active mine 21-150 k 1.17¢
(0.661
Total mining output 0-20 km (In) 1.00z
(0.283
Total mining output 21-150 km (In) -2.11z
(0.566
Definition "Ne active mines Count Count Count Count NTL Log(n+1) NTL Log(n) -
Country-Year-Sector F No Yes Yes Yes Yes Yes Yes Yes
Country-Year Fl Yes No No No No No No No
Firm control: Yes Yes No Yes Yes Yes Yes Yes
Controls for inactive mine Yes Yes Yes Yes Yes Yes Yes No
Observation 22,150 22,150 23,045 22,150 22,150 22,150 22,150 5,054
R-square 0.269 0.272 0.295 0.272 0.273 0.271 0.274 0.220

Notes: This table shows OLS regressions to estimate the impactaf hining activity on firms' business constraints. In eohs 1-2-3No. active mines 0-20 km (21-

150 km) are count variables. Column 3 excludes our standard satoftfvariates. In column 4 above-ground mines with missiperating status are given an imputed
status based on night-time light (NTL) predictions. In entu5 theNo. active mines variables are expressed as the log of the number of activespilus 1. In column 6
mining activity is measured by NTL emitted within a 1 km ragliaround mines. In column 7 tidp. active mines variables are expressed as the log of the number of
active mines where missing values are set to zero (whilengdséparate dummy variablégy active mine 0-20 km (21-150 km)). In column 8 mining output is
measured as the log of the value of mining production (miprggluction times world price) where for each mine that poedua specific mineral or metal, independent
of its operating status, the median metal or mineral pradodby country-mineral/metal is taken and multiplied witretworld price. Robust standard errors are
clustered by country-yeagector and shown in parentheses. All specifications ireckamlintry-year-sector fixed effects, firm controls (siage, international exporter
and ownership), controls for inactive mines in the vicirofyfirms (not in column 8) and a dummy for whether a mine of at@jus exists in the administrative region of
the firm. Sectors are Manufacturing; Construction; Retail wholesale; Real estate, renting and business ser@tlesr. Tables Al (A2) in the Appendix contain
variable definitions and data sources (summary statjstics



Table?2
L ocal mining and business constraints. Sector heter ogeneity

Baseline  Baseline: ndVlines: NTL  Mines: Excl. Excl. Region FE Baseline with regional split
firm controls corrected NTL largest and  multi-
count youngest establish
firms ment firms
Mines Mines F-test
inside outside
region region
Interaction with: [1] [2] [3] [4] [5] [6] [7] [8a] [8b] [9]
Ne active mines 0-20 k x Tradet 0.58¢ 0.611 0.60: 0.01:< 0.57:¢ 0.59¢ 0.35: 0.43: 1.21C 19.15
(0.158 (0.183 (0.174 (0.005 (0.209 (0.151 (0.137 (0.135 (0.290
x Constructio -0.32% -0.281 -0.31% -0.021 -0.41¢ -0.41¢ 0.07¢t -0.26¢ -0.127 0.01
(0.378 (0.389 (0.398 (0.008 (0.367 (0.391 (0.496 (0.363 (0.924
x Non-trade -1.171 -0.64: -1.12% -0.01¢ -1.34¢ -1.05¢ -0.92¢ -1.61( 0.75( 11.8¢
(0.527 (0.343 (0.511 (0.013 (0.652 (0.500 (0.848 (0.461 (0.346
x Natural resourct -0.20¢ -0.19¢ -0.19¢ -0.007 -0.08: -0.20¢ 0.01¢ -0.211 -0.33¢ 0.11
(0.034 (0.041 (0.044 (0.001 (0.070 (0.033 (0.072 (0.085 (0.292
Ne active mines 21-150 k  x Trade« -0.27¢ -0.27:2 -0.28( -0.01¢( -0.25( -0.27¢ -0.131 -0.30¢ -0.23¢ 0.6€
(0.115 (0.115 (0.110 (0.005 (0.113 (0.115 (0.071 (0.122 (0.111
x Constructio -0.332 -0.33¢ -0.34¢ -0.011 -0.27¢ -0.33¢ -0.31¢( -0.42% -0.21: 0.6¢
(0.132 (0.134 (0.127 (0.005 (0.125 (0.133 (0.376 (0.209 (0.153
x Non-trade -0.132 -0.12¢ -0.14: -0.00: -0.091 -0.12¢ -0.22¢ -0.19¢ -0.05¢ 1.0z
(0.093 (0.093 (0.086 (0.003 (0.080 (0.092 (0.098 (0.108 (0.107
x Natural resourct -0.36( -0.34( -0.36¢ -0.01¢ -0.361 -0.36: -0.15: -0.32¢ -0.38¢ 2.9¢
(0.089 (0.089 (0.087 (0.006 (0.114 (0.087 (0.048 (0.096 (0.083
Country-Year-Sector F Yes Yes Yes Yes Yes Yes No Yes
Region-Year-Sector F No No No No No No Yes No
Firm control: Yes No Yes Yes Yes Yes Yes Yes
Controls for inactive mint Yes Yes Yes Yes Yes Yes Yes Yes
Observation 20,81: 21,70« 20,81: 20,81: 15,84} 20,30t 20,81: 20,812
R-square 0.28¢ 0.31(¢ 0.28¢ 0.28¢ 0.32¢ 0.28¢ 0.36¢ 0.290

Notes: This table shows OLS regressions to estimate the impact of local minfivifyaon firms' business constraints. In column 3 above-ground mines wisking operating status are given an imputed status based on night-time
light (NTL) predictions. In column 4 mining activity is measured by the safffNTL emitted within a 1 km radius around mines. The sample used in columniGdeecthe 10 percent largest and youngest firms while the sample in
column 6 excludes multi-establishment firms. Column 7 includes sub-nationahiathative region fixed effects. There are 145 regions in totalolormns 8a and 8b local mine counts are split according to whether they are inside
(8a) or outside (8b) the administrative region of the firm. Column 9 showst#s8ts for a test of equal coefficients in columns 8a and 8b. Robust stardars @e clustered by country-year-sector and shown in parentheses. All
specifications include firm controls (size, age, international exporterpamership), controls for inactive mines in the vicinity of firms, and a dumonywfhether a mine of any status exists in the administrative region of the firm
Constant included but not shown. Table Al in the Appendix contains all variable defirdtimhdata sources while Table A2 contains summary statistics.



Table3
L ocal mining and business constraints: Inputs, infrastructure and institutions

Average business constraints related to:

Inputs Infrastructure Institutions
Interaction with: [1] [2] [3]
Ne active mines 0-20 k X Tradel 0.635 0.672 0.222
(0.119) (0.306) (0.082)
x Constructio -1.301 0.317 -0.139
(0.402) (0.606) (0.514)
x Non-trade: -0.726 -1.317 -1.399
(0.384) (1.169) (0.626)
x Natural resourct -0.229 -0.155 -0.267
(0.048) (0.090) (0.040)
Ne active mines 21-150 k  x Trade( -0.287 -0.267 -0.199
(0.026) (0.270) (0.082)
x Constructio -0.325 -0.257 -0.299
(0.066) (0.258) (0.123)
X Non-trade: -0.228 -0.093 -0.058
(0.054) (0.183) (0.081)
x Natural resourct -0.304 -0.450 -0.249
(0.026) (0.176) (0.066)
Country-Year-Sector F Yes Yes Yes
Firm control: Yes Yes Yes
Controls for inactive mine Yes Yes Yes
Observation 20,808 20,810 20,808
R-square 0.176 0.155 0.373

Notes: This table shows OLS regressions to estimate the impactaf faining activity on firms' business constraints related
inputs (access to land, access to adequately educatedona®kbccess to finance), infrastructure (electricity tr)mdsport) and
institutions (crime, competition from informal sector seaf obtaining an operating licence, corruption, politinatability, court
quality). Robust standard errors are clustered by courgay-sector and shown in parentheses. All specificatiocisde country-
year-sector fixed effects, firm controls (size, age, in&tional exporter, and ownership), controls for inactiviees in the vicinity
of firms, and a dummy for whether a mine of any status existhénadministrative region of the firm. Constant included ot
shown. Table Al in the Appendix contains all variable deiiamis and data sources while Table A2 contains summargttati



Table4

L ocal mining, business constraints and firm growth

Interaction with:

Average
constrain

Employ-
ment (In

Assets (In) Sales (In)

1st stage

2nd stage

(1] [2] 3] [4]

Ne active mines 0-20 km X Trade(

x Constructio

x Non-trade:

x Natural resourct
Ne active mines 21-150 km  x Tradet

x Constructio

X Non-trade:

X Natural resourct

Country-Year-Sector FEs

Firm and inactive mine controls
Observations

Ne clusters

Kleibergen-Paap F-statistic
Hansen J-test p-value

-0.02( -0.05¢ -0.02¢
(0.010  (0.015  (0.011

0.61:

(0.166

-0.302

(0.387

-1.16¢

(0.526

-0.214

(0.034

-0.27¢

(0.118

-0.33¢

(0.136

-0.12¢

(0.095

-0.35-

(0.088

Yes Yes Yes Yes
Yes Yes Yes Yes
20,857 20,821 4,378 8,023
44 44 23 42
144.]
0.531

Notes: This table shows 2SLS regressions to estimate the impaotaf ining activity on firm growth. Robust standard errare
shown in parentheses and clustered by country-year-sefdtales and assets specifications include firm contfsise, age and
ownership) and controls for inactive mines in the vicinifyfioms, unless otherwise stated. All employment specifass include
firm controls (age, international exporter, and ownershgentrols for inactive mines in the vicinity of firms, anddammy for
whether a mine of any status exists in the administrativeoregf the firm. Constant included but not shown. Standardl§ &1 in
the Appendix contains all variable definitions and datareesiwhile Table A2 contains summary statistics.



Table5
Marginal effect of a one standard deviation increasein mining

1% stage 2" stage
Averag Employ Assets Sales
e ment
[1] (2] [3] [4]
Ne active mines 0-20 km  x All sectors 0.€ -12% -3.7% -1.6%
X Trade 1.1 -21% -6.2% -2.6%
x Constructio -0.6 1.2% 3.4% 1.4%
x Non-trade: -2.1 4.2% 12.4% 5.2%
x Natural resourct -04 0.7% 2.2% 0.9%
Ne active mines 21-150 kmXx All sector: 3.5 6.9% 204% 8.6%
X Trade -3.8 7.7% 22.7% 9.6%
X Constructio -4.€ 9.3% 27.4% 11.6%
X Non-trade: -1.8 3.7% 10.9% 4.6%
X Natural resourct -5.C 10.1% 29.7% 12.6%

Notes: This table shows marginal effects of a one standard dewiaticrease in mining by sector.
Coefficients for column [1] are taken from Table 1 column all('sectors’) and Table 2 column 1 (by
sector). Coefficients for columns [2-4] are taken from Eadblcolumns 2-4, respectively. For columns 2-4
the significance level is the minimum of the direct and theiriect effect. For example, mines within 20
km have no significant effect on constraints reported bycthrestruction sector. We therefore conclude that
employment, assets and sales of the construction sectatsaraot significantly affected by mining.



Table6
Robustness: Panel data regressions
Dependent variable>  Average business Employ- Assets (In) Sales (In)
constraint ment (In
OLS 2" stage IV
Interaction with| [1] [2] [3] [4] [5]

-0.01¢ -0.00¢ -0.00¢
(0.008 (0.144  (0.017

Ne active mines 0-20 km 8.001
(4.063)
Ne active mines 21-150 km -0.196
(0.468)
Ne active mines 0-20 k X Trade( 11.305
(4.465)
x Constructio -3.345
(4.470)
x Non-trade: 8.289
(13.182)
x Natural resourc [-1
Ne active mines 21-150 k  x Trade« -0.141
(0.532)
x Constructio -0.876
(2.318)
x Non-trade: -1.290
(1.741)
x Natural resourci -0.132
(6.247)
Country-sector-year F Yes Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes Yes
Firm size dummie Yes Yes No No No
Firm control: Yes Yes Yes Yes Yes
Controls for inactive mint Yes Yes Yes Yes Yes
Observation 79¢ 79¢ 794 327 67¢%
Kleibergen-Paap F-statis - 21.6¢
Hansen J-test p-val - 0.19¢
R-square 0.80z _ 0.80: - - -

Notes: This table shows OLS regressions, based on a subset of firms thaswesyed in at least two years, to estimate the impact of
(increased) local mining activity on firms' business constrai@tdumn 2 provides the first-stage regression for the 1V result®innens
3-4-5. Robust standard errors are clustered by countrys@aor and shown in parenthesesAll specifications include coyaay-sector
fixed effects, firm fixed effects and time-varying firm conisdage, international exporter, and ownership), and a dummy fether a
mine of any status exists in the administrative region of the.fidapital cities are excluded. Constant included but not shown. Sthnda
Table Al in the Appendix contains all variable definitions and datacgsuwhile Table A2 contains summary statistics.



Table7
Robustness: Controlling for giant oil and gasfields

Interaction with: [1] [2] [3]
Ne active mines 0-20 k x Tradec 0.61: 0.60¢ 0.60¢
(0.143 (0.130 (0.128
x Constructiol -0.32:2 -0.31¢ -0.29¢
(0.358 (0.345 (0.341
x Non-trade: -1.087% -1.04¢ -1.021
(0.554 (0.586 (0.595
x Natural resourct -0.18¢ -0.17: -0.17¢
(0.032 (0.030 (0.026
Ne active mines 21-150 k x Tradec -0.271 -0.25¢ -0.25¢
(0.114 (0.113 (0.110
x Constructiol -0.32( -0.30¢ -0.30¢
(0.128 (0.127 (0.123
x Non-trade: -0.12¢ -0.12: -0.122
(0.090 (0.089 (0.088
x Natural resourct -0.36¢ -0.35¢ -0.35:
(0.088 (0.085 (0.083
Ne oil and gas fields 0-20 k -6.871
(1.218
Ne oil and gas fields 21-150 -1.04z
(0.290
Oil and gas reserves 0-20 km -1.29¢
(0.530
Oil and gas reserves 21-150 km -0.31¢
(0.100
Oil and gas remaining reserves 0-20 km -2.111
(0.588)
Oil and gas remaining reserves 21-150 krr -0.512
(0.130)
Country-Year-Sector F Yes Yes Yes
Firm control: Yes Yes Yes
Controls for inactive mine Yes Yes Yes
Observations 20,812 20,812 20,812
R-squared 0.291 0.291 0.292

Notes: This table shows OLS regressions to estimate the impactaf foining activity on firms' business constraints whiletolling

for the local presence of giant oil and gas fields. Oil and geserves measure the total size of fields by their ultimatovery
equivalent, which is the original size of the field as it wamWn in 2003. Oil and gas remaining reserves is an estimateeofurrent
field size by applying a half-life time of 10 years, which mesponds to the average half-life of fields in North Ameri€arope, and the
former Soviet Union. See Horn (2003) for details. Robusidaad errors are clustered by country-yeactor and shown in parentheses.
All specifications include country-year-sector fixedegfts, firm controls (size, age, international exported awnership) and controls
for inactive mines in the vicinity of firms. Constant incled but not shown. Standard Table Al in the Appendix contdinsagable
definitions and data sources while Table A2 contains sumistatistics.



Table8

Robustness: Clustering of standard errors

Baseline Mining  Country-yea Administra- 2.5x2.5 5x5 Country clusters (wild bootstrap)
with country rich/poor clusters tive region degree degree
year-sector region-year-  (wild clusters region region
FE and sector FE  bootstrap) clusters clusters
clusters and clusters
Dependent variable: Average constraints Employment  Assets Sales
Interaction with: [1] [2] [3] [4] [5] [6] [7] [8] [9] [10]
Ne active mines 0-20 k X Tradet 0.58¢ 0.59¢ 0.58¢ 0.58¢ 0.58¢ 0.58¢ 0.58¢
(0.158 (0.152 (0.153 (0.236 (0.248 (0.235 (0.032
x Constructio -0.322 -0.47¢ -0.322 -0.322 -0.322 -0.322 -0.322
(0.378 (0.344 (0.310 (0.386 (0.299 (0.375 (0.284
x Non-trade -1.171 -1.22¢ -1.171 -1.171 -1.171 -1.171 -1.171
(0.527 (0.601 (0.534 (0.509 (0.406 (0.498 (0.574
x Natural resourct -0.20¢ -0.20¢ -0.20¢ -0.20¢ -0.20¢ -0.20¢ -0.20¢
(0.034 (0.034 (0.036 (0.295 (0.376 (0.292 (0.013
Ne active mines 21-150 k x Tradet -0.27¢ -0.27¢ -0.27¢ -0.27¢ -0.27¢ -0.27¢ -0.27¢
(0.115 (0.115 (0.136 (0.064 (0.065 (0.067 (0.028
x Constructio -0.33¢ -0.28¢ -0.33¢ -0.33: -0.33¢ -0.332 -0.33Z
(0.132 (0.131 (0.182 (0.092 (0.082 (0.094 (0.086
x Non-trade -0.13: -0.11¢ -0.13: -0.13: -0.13: -0.13:Z -0.13Z
(0.093 (0.095 (0.106 (0.070 (0.070 (0.067 (0.044
x Natural resourct -0.3¢€ -0.35¢ -0.36( -0.3¢€ -0.3¢€ -0.3¢€ -0.3¢€
(0.089 (0.089 (0.123 (0.115 (0.119 (0.100 (0.014
Predicted average constra -0.0z -0.05¢ -0.02¢
(0.002 (0.019 (0.008
Country-Year-Sector F Yes No Yes Yes Yes Yes Yes Yes Yes Yes
Mining rich/poor region-Year-Sector | No Yes No No No No No No No No
Firm control: Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Controls for inactive mint Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Cluster: 44 87 14 14¢ 194 11C 8 8 8 8
Observation 20,81: 20,81: 20,81: 20,81: 20,81: 20,81: 20,81: 20,82: 4,37¢ 8,02
R-square 0.28¢ 0.297 0.28¢ 0.28¢ 0.28¢ 0.28¢ 0.28¢ 0.381 0.20(¢ 0.25¢

Notes: This table shows OLS regressions to estimate the impactaf kining activity on firms' business constraints. Colubnreplicates our baseline result of Table 2, column 1. Col@nepntains regional-year-sector fixed effects where megjio
indicate whether (within-country) regions are mining rahpoor. Standard errors are clustered at the same levain@®oB clusters standard errors at the country-year levdbwaorrecting the confidence bands for the small numberustets by
using a wild bootstrap (Cameron, Gelbach and Miller, 20@®Jumn 4 clusters standard errors by the highest admitiistrevel in each country. Columns 5 and 6 cluster standamdsat regions defined by grids of 2.5 by 2.5 degrees (wadplals
275 by 275 km at the equator) and 5 by 5 degrees (550 by 550 &spectively. The grids are defined within country bordatkspecifications include firm controls (size, age, imtational exporter, and ownership), controls for inactiviees in the
vicinity of firms, and a dummy for whether a mine of any staéssts in the administrative region of the firm. Constamuded but not shown. Table Al in the Appendix contains aflalde definitions and data sources while Table A2 contains

summary statistics.



Figurel
Geographical distribution of firmsand mines

These graphs depict the geographical distribution of the firms anesniinour dataset for Ukraine (left) and Kazakhstan (right). Sealies by country. Similar maps are available for Brazil, Chilking, Mexico, Mongolia and Russia in the

online Appendix. Red triangles (blue dots) indicate individual firrings). The lower maps zoom in to the area highlighted by the redmgles in the upper maps. The circles around firms have a 20 km r&tiusce: EBRD-World Bank
BEEPS Surveys and SNL Metals and Mining.

Ukraine Kazakhstan
A Firm
TGS ® Mine
A AA @ B .O. * ‘ .
< AR A .0 ® “
LS f: sl % < P ° S e o a® D
“ . 7 AAA ® ® % ‘é Py ‘g .‘.
A AAA AA i A M .
a L
Y R : . S
® @ ® Ay
° ° O ©
&&. . % ‘ [ ]
P
— = = 7 ~ S \ ® 5 e
AT 1 ! / maT =Y
7Y A AR f"w - F\— SHsrn e f‘ s (\f5 ] < North Kazakhstan L
N sl ke Aﬁyxc,fy G o o SR R amy P gy,
R :ﬁ o | e e By
N/a . ~ g 3
I~ 4/ ] ) E & S K =)
ey il SIS A
2 IR e S ’ L °
bt ) FReT Y N O B B
A e b \ 5, ) ™ /.
A {5 B i E\/j Agmola * ”
i | A | \g )
‘(ﬁ): = W Qostanay { o
~7 Cherkdsy, S <\ A
' Cr .
ks 7T o \/‘x\o&, n \Ak\v’{ X\/rj Sy i
Vinhytsya L 5 g L \ P a7 /‘ g /ﬁ/ el \
AT o Ve et | E y 4 » ° ; s T = ‘3/)\ (S
{ ‘i |t N e . 7 o ) > /KV i ”“
| A Klrovohra} [ % \ ]',"A I \ ‘%. { ® Py i oy &
{ =z A { J an\p’repgtrov‘sk L a /,f/ L4 3
. S Al WH'L“ AL s \ Sy Qaraghandy v
?fﬁgf mﬁj e 1{\_\ H{é\rﬂ .. - %1_,/”\~‘\/’/¥\/7 \/1 r[\\ﬁ/ ® g East Kaz hstan|
o \ L] ) 2 K R A
‘\1 A Odessa L ol o 5 ﬁéﬂ : LY =N u XS ’ G
Z; : yke ﬁV‘V, o« (... / [ (2Mofizhzhya T - Agtsbe ¢ 0“ ‘?(_) <
i L , [ e ° SR > . ® B




Figure2

Placebo test
These graphs show the distribution of the coefficients of 1,000 placebessgns based on the specification in Table 1, column 2, for the numbénes mithin 20 km of firms (left) and for the number of mines betweenra® E0 km (right).

The red vertical lines indicate the baseline coefficientsgihie true data. For each placebo regression, we randomly displacenggchy 0-50 km in any direction such that the number of mines thatvétln the distance bands of each firm
changes. In both cases the distribution of coefficients attentmtesds zero. Because the displacement is large relative to thiestrdistance band, the effect is zero on average in the lgdhgfighe displacement is small relative to the 20-

150 distance ring and we therefore still find a negatiegame effect in the right graph, although it is maidser to zero.
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Table Al
Variable definitions and data sour ces

Definition Source Unit
Dependent variable:
Average business constraints Firm's perception\aritg of business constraints (rescaled to 0, 100) Enterprise Surveys -
Input constraints Firm's perception of severity ofistraints related to access to land, an educatekifarce and finance (rescaled to 0, 100) Enterprise Surveys -
Infrastructure constraints Firm's perception of sigwef constraints related to electricity and sport (rescaled to 0, 100) Enterprise Surveys -
Institutional constraints Firm's perception of sétyesf constraints related to crime, informal cortitpes, access to business licences, corruptiolitigad instability and court quality (rescaled @ 100) Enterprise Surveys -
Independent variables:
Ne active mines 0-20 km Number of open mines arouaditm within a circle with a 20 km radius SNL -
Ne active mines 21-150 km Number of open mines arabedirm between concentric circles with a 20 krd 480 km radius SNL -
Any active mine 0-20 km Dummy variable that isfthere is at least one open mine around the fiithimva circle with a 20 km radius; '0' otherwise. SNL 0/1
Any active mine 21-150 km Dummy variable that isf'lhere is at least one open mine around the fietween concentric circles with a 20 km and 150&dius; '0' otherwise SNL 0/1
Total mining output 0-20 km (In) Value of mining production (log of mining produatitimes world price) around the firm within a c&akith a 20 km radius. For each mine, independeit$ operating status, the median metal producnL -
by country-metal is taken and multiplied with therld price.
Total mining output 21-150 km (In) Value of mining production (log of mining produatitimes world price) around the firm between comgewircles with a 20 km and 150 km radius. Foctemine, independent of its operating status, ®EL -
median metal production by country-metal is taked multiplied with the world price.
Ne oil and gas fields 0-20 km Number of oil and gaddfi with a minimum pre-extraction size of 500 bkriof oil around the firm within a circle with & Xm radius Horn (2003) -
Ne oil and gas fields 21-150 km Number of oil and fielsls with a minimum pre-extraction size of 5001eés of oil around the firm between concentricleis with a 20 km and 150 km radius Horn (2003) -
Oil and gas reserves 0-20 km (In) Log '1' plus toilednd gas reserves around the firm within aleivaith a 20 km radius. Reserves measure the dalof fields by their ultimate recovery equivalemhich is the original size of the fieltHorn (2003) -
as it was known in 2003.
Oil and gas reserves 21-150 km (In) Log '1' plualtoil and gas reserves around the firm betweenegtric circles with a 20 km and 150 km radius.sétees measure the total size of fields by théinate recovery equivalent, which is Horn (2003) -

the original size of the field as it was known B03.

Oil and gas remaining reserves 0-20 km (In)  LoglUs total oil and gas remaining reserves arouaditim within a circle with a 20 km radius. Remaigireserves are estimated on the basis of cuiedshsize by applying a half-life time of 10  Horn (2003)
years, which corresponds to the average half-fifeefnls in North America, Europe, and the formewt®t Union.

Oil and gas remaining reserves 21-150 km (In) Lopltis total oil and gas remaining reserves ardbadirm between concentric circles with a 20 ab km radius. Remaining reserves are estimatetiebdsis of current field size by applying a Horn (2003)
half-life time of 10 years, which corresponds te #iverage half-life of fields in North America, Bpe, and the former Soviet Uni

Night-time light Night-time light intensity as capéd by satellite imagery NGDC EOG

Small firm Dummy variable that is 1" if firm empleyetween 5 and 19 people; '0' otherwise Enterprise Surveys 0/1
Medium-sized firm Dummy variable that is ‘1" if firemploys between 20 and 99 people; ‘'0' otherwise Enterprise Surveys 0/1
Large firm Dummy variable that is "1 if firm emp®300 or more people; '0' otherwise Enterprise Surveys 0/1
Firm age Number of years since the firm was estadatis Enterprise Surveys -
Foreign firm Dummy variable that is '1' if foreiggeswn 10 percent or more of the firm's equitypt@erwise Enterprise Surveys 0/1
State firm Dummy variable that is '1' if state eesitown 10 percent or more of the firm's equityptBerwise Enterprise Surveys 0/1
Firm competes internationally Dummy variable thdLisf main product sold mostly on internationankets or more than 25% of sales are earned owerfeatherwise Enterprise Surveys 0/1
Employment (In) Number of permanent full-time emm@ey plus the number of part-time or temporary eyes of the firm at the end of the last fiscal year Enterprise Surveys -
Assets (In) Total replacement value of the physicalipment owned and used by the firm (in US$) Enterprise Surveys -
Sales (In) Total annual turnover of the firm (in YS$ Enterprise Surveys -

Notes: This table gives the definition, source and umitdach of the variables used in the analysis. S¥L: Metals and Mining database. NGDC EOG: Natigdebphysical Data Center Earth Observation Group.



Table A2
Summary statistics

Dependent variables:

Average business constraints
Input constraints
Infrastructure constraints
Institutional constraints

Independent variables:

Ne active mines 0-20 km

Ne active mines 21-150 km

Any active mine 0-20 km

Any active mine 21-150 km

Total mining output 0-20 km (In)
Total mining output 21-150 km (In)
Ne oil and gas fields 0-20 km

Ne oil and gas fields 21-150 km

Oil and gas reserves 0-20 km (In)
Oil and gas reserves 21-150 km (In)
Oil and gas remaining reserves 0-20 km (In)
Oil and gas remaining reserves 21-150 km (In)
Sum of NTL active mines 0-20 km
Sum of NTL active mines 21-150 km
Small firm

Medium-sized firm

Large firm

Firm age

Foreign firm

State firm

Firm competes internationally
Employment (In)

Assets (In)

Sales (In

Obs. Mean Median St.dev. Min Max
22,150 30.22 20.69 27.27 0 100
20,808 34.68 33.33 24.33 0 100
20,810 29.54 25.00 27.40 0 100
20,808 23.38 25.00 24.81 0 100

22,150 0.58 0 1.79 0 19
22,150 7.56 4 13.98 0 152
22,150 0.24 0 0.43 0 1
22,150 0.77 1 0.42 0 1

5,054 18.57 18.47 0.99 15.11 21.69

5,054 20.22 20.21 1.15 16.33 22.74
22,150 0.01 0 0.14 0 2
22,150 0.27 0 0.70 0 4

22,150 0.05 0 0.62 0 218.
22,150 1.20 0 2.68 09.49
22,150 030. O 0.40 0 5.63
22,1500.86 0 1.95 0 9.47
22,150 19.53 0 58.79 0 4.B3%
22,150 146.39 61.4742.27 0 2476.13

22,150 0.20 0 0.40 0 1

22,150 0.29 0 0.46 0 1
22,150 0.48 0 0.50 0 1
22,150 15.38 11 15.04 0 203
22,150 0.15 0 0.35 0 1
22,150 0.17 0 0.37 0 1

22,150 0.13 0 0.33 0 1

20,820 4.89 4.81 1.68 0.69 135
4,952 12,52 12.53 2.32 222 22.68
9,741 13.77  13.7¢ 2.2 2.7¢  25.0:

Notes: This tables provides summary statistics for aflalzles used in the analysis. Table Al containgalibble definitions.



Table A3
Frequency table of minerals

Mineral produced Percent Cum.

Mineral produced Percenum.C

Missing 5.67 5.67
Antimony 0.3 5.97
Bauxite 1.07 7.04
Boron 0.08 7.11
Chromite 0.5 7.61
Coal 35.42 43.03
Cobalt 0.46  43.49
Copper 8.69 52.19
Diamonds 0.22 52.4
Gold 11.72 64.13
Iron ore 8.37 72.49
Lead 3.66 76.15
Lithium 0.29 76.43
Manganese ore 1.31 77.74
Mercury 0.02 77.76
Molybdenun 1.5z  79.2¢

Nickel 1.05
Niobium 0.33
PGMs 0.67
Palladium 0.45
Platinum 0.59
Potash 0.23
Rhodium 0.22
Silver 9.26
Tantalum 0.21
Tin 0.96
Titanium 0.09
Tungsten 1.02
Uranium oxide 0.52

Vanadium 0.05
Zinc 4.86
Zirconiunr 0.1¢

80.33
80.66
81.33
81.79
82.38
82.61
82.83
92.1
92.3
93.26
93.35
94.37
94.9
94.95
99.81
10C

Notes: This frequency table summarizes the minerals producedégnihes in our data set. The unit
of observation is a mine-mineral-year (each mine can predeweral minerals). Source: SNL Metal

& Mining.



Table A4
Number of firmsby country, survey year and sector type
All Tradeable sectors Non-tradeable sectors Construction Natural resources
2005 2007 2009 2011 2005 2007 2009 2011 2005 2007 2009 2011 5 2007 2009 2011 2005 2007 2009 2011
[ 2] 8] 1[4 Bl [6] [7] [8] O] [10] [11] [12]  [13] [14] [15] ([16] _[17] [18] [19] [=20]

Brazil 1,791 1,614 158 19

Chile 421 344 280 254 81 63 31 8 1 19

China 11,900 2,549 9,849 1,793 408 120 2,051 228
Kazakhstan 512 496 na. 243 na. 178 54 62 na. 13

Mexico 1,145 1,084 833 902 103 139 29 18 135 25
Mongolia 153 57 65 22 9

Russia 444 990 na. 715 na. 197 61 52 na. 26

Ukraine 499 722 n.a. 531 na. 155 68 22 na. 14

Notes: This table shows the number of sample firms byntguthe fiscal year that the survey refers tal aector type. For some countries the 2005 sanapieat be fully split up by sector type. These
instances are indicated by "n.a.". Source: WorldiB&nterprise Surveys and BEEPS.



Table A5
Aver age business constraints as a function of mines at varying distances from firms

Panel A s=10 =20 s=50 s=100 s=150 s=300 s=450 s=20 =20
[ [2] 3] [4] (5] (6] (71 (8] [l
s=10 s=20 s=50 s=100 s=150 s=300 s=450 s=20 s=20
Ne active mines withirs km 0.06¢ 0.16: -0.14¢ -0.24: -0.207 -0.097 -0.06¢ 0.331 0.34¢
(0.228  (0.100 (0.023  (0.039  (0.085  (0.031  (0.032  (0.176  (0.135
Ne active mines 21-150 k -0.157 -0.247
(0.079  (0.113
Ne active mines 151-450 k -0.05¢
(0.030
Country-Year-Sector F Yes Yes Yes Yes Yes Yes Yes Yes Yes
Firm control: Yes Yes Yes Yes Yes Yes Yes Yes Yes
Controls for inactive mine Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observation 22,15( 22,15( 22,15( 22,15( 22,15( 22,15( 22,15( 22,15( 22,15(
R-square 0.26¢€ 0.26¢ 0.26¢€ 0.26¢ 0.27¢ 0.27: 0.27¢ 0.277 0.27:
Panel B s=10 s=20 s=50 s=100 s=150 s=300 s=450 s=20 s=20
Interaction with: [1] [2] [3] [4] [5] [6] [7] [8] [9]
Ne active mines withils km x Tradet 0.5¢ 0.38¢ -0.05¢ -0.231 -0.21¢ -0.10z -0.06¢ 0.57 0.58¢
(0.204  (0.112  (0.020  (0.039  (0.081  (0.032  (0.032  (0.194  (0.158
x Constructio -1.841 -0.53¢ -0.28¢ -0.37¢ -0.34¢ -0.15¢ -0.06¢ -0.04¢ -0.322
(0.524  (0.288  (0.072  (0.073  (0.103  (0.049  (0.044  (0.410  (0.378
x Non-trade -1.51 -0.65¢ -0.271 -0.25¢ -0.171 -0.0¢ -0.03z -1.17 -1.171
(0.466  (0.215  (0.059  (0.058  (0.086  (0.025  (0.020  (0.470  (0.527
x Natural resourct -0.93¢ -0.45¢ -0.43¢ -0.43¢ -0.34¢ -0.13¢ -0.09¢ -0.13¢ -0.20¢
(0.029  (0.021  (0.042  (0.035  (0.076  (0.029  (0.027  (0.098  (0.034
Ne active mines 21-150 k  x Trade -0.1¢ -0.27¢
(0.092 (0.115
x Constructio -0.28¢ -0.332
(0.114 (0.132
x Non-trade! -0.08¢ -0.13:
(0.078 (0.093
x Natural resourct -0.18¢ -0.3¢
(0.068 (0.089
Ne active mines 151-450 k x Trade( -0.05¢
(0.031
x Constructio -0.00¢
(0.038
x Non-trade: -0.017
(0.018
x Natural resourct -0.08¢
(0.022
Country-Year-Sector F Yes Yes Yes Yes Yes Yes Yes Yes Yes
Firm control: Yes Yes Yes Yes Yes Yes Yes Yes Yes
Controls for inactive mine Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observation 20,81: 20,81: 20,81: 20,81: 20,812 20,81: 20,81: 20,81: 20,81:
R-square 0.27¢ 0.27¢ 0.27¢ 0.2817 0.28¢ 0.28¢ 0.28¢ 0.29:% 0.28¢

Notes: This table shows OLS regressions to estimate the impactaf hining activity, measured at varying distances fromméiy on firms' average business constraints. Robust sthedans are
clustered by country-year-sector and shown in parentheaéspecifications include country-year-sector fixedeets, firm controls (size, age, international exportexd awnership), controls for
inactive mines measured within the same distance from fasithe number of active mines, and a dummy for whether a miaay#tatus exists in the administrative region of the firmn&ant
included but not shown. Table Al in the Appendix containyvatiable definitions and data sources while Table A2 costalimmary statistics.



Table A6
L ocal mining measured at varying time lags

Lag of mine variables: t t-1 t-2 t-3
(baseline)
Interaction with: [1] [2] [3] [4]
Ne active mines 0-20 km X Tradec 0.61< 0.51¢ 0.587 0.61¢
(0.060 (0.193 (0.158 (0.157
x Constructio -0.48: -0.55¢ -0.322 -0.20%
(0.370 (0.318 (0.377 (0.286
x Non-trade -1.65¢ -1.19(C -1.172 -1.09¢
(0.390 (0.475 (0.527 (0.518
x Natural resourct -0.232 -0.20z -0.20¢ -0.221
(0.015 (0.040 (0.034 (0.025
Ne active mines 21-150 knx Tradet -0.26: -0.23: -0.27¢ -0.243
(0.036 (0.098 (0.115 (0.083
x Constructio -0.287 -0.281 -0.33: -0.25¢
(0.077 (0.110 (0.132 (0.082
x Non-trade: -0.081 -0.08¢ -0.13: -0.10¢
(0.064 (0.074 (0.092 (0.064
x Natural resourct -0.38¢ -0.351 -0.3¢ -0.351
(0.017 (0.086 (0.089 (0.081
Country-Year-Sector F Yes Yes Yes Yes
Firm control: Yes Yes Yes Yes
Controls for inactive mine Yes Yes Yes Yes
Observation 18,340 20,812 20,812 20,812
R-square 0.217 0.286 0.288 0.286

Notes: This table shows OLS regressions to estimate the impactaf foining activity, measured at varying time lags, on
firms' business constraints related to inputs (accessnid, laccess to adequately educated workforce, access twépa
infrastructure (electricity and transport) and institat (crime, competition from informal sector, ease of obitej an
operating licence, corruption, political instability, .o quality). The sample is smaller in column 1 because threerstatus

is not known for 2011. Robust standard errors are clustegedduntry-year-sector and shown in parentheses. All
specifications include country-year-sector fixed effedirm controls (size, age, international exporter and enship),
controls for inactive mines in the vicinity of firms, and ardmy for whether a mine of any status exists in the
administrative region of the firm. Constant included but shown. Table Al in the Appendix contains all variable
definitions and data sources while Table A2 contains sumistatistics.



Table A7
Sectoral firm distribution by classification method

Classification method-> Mian-Sufi Ellison-Glaeser

I: Baseline Il i index

[1] (2] (3] [4]

Tradeable 19,470 16,280 16,280 19,603
Construction 673 673 673 673
Non-tradeable 1,879 1,879 592 1,746
Natural resources 2,648 2,648 2,648 2,648
Other 0 3,190 4,477 0
Total number of firms 24,67( 24,67( 24,67( 24,67(

Notes. This table summarizes various ways to classify firms intmléable versus non-tradeable
sectors. Columns 1-3 follow Mian and Sufi (2014). Retaikta@irants, hotels and motor vehicle
services are categorized as non-tradeable. Column 2 furhktricts tradeables to sectors in which
firms export on average at least 5 per cent of output eithexctly or through intermediaries
(source: World Bank Enterprise Surveys). Column 3 alsouslesd the retail sector from non-
tradeables (and labels it Other). Column 4 follows Ellisord &laeser (1997) and defines (non-
)tradeables according to their geographical concentratithe index is a measure of excess
concentration with respect to a random distribution of @ectacross space, where excess
concentration may either reflect natural advantagesgyglomeration economies.



Table A8
Robustness: Alternative classifications of tradeable ver sus non-tradeable sectors

Average business constraints

Mian-Sufi Ellison-Glaeser
I: Baseline Il 1] index
Interaction with: [1] [2] [3] [4]
Ne active mines 0-20 k x Trade« 0.58¢ 0.58¢ 0.581 0.581
(0.158 (0.159 (0.163 (0.136
x Constructio -0.32:2 -0.321 -0.37¢ -0.23¢
(0.378 (0.382 (0.379 (0.394
x Non-trade -1.171 -1.17¢ -0.73¢ 0.27¢
(0.527 (0.531 (0.569 (0.599
x Natural resourct -0.20¢ -0.20¢ -0.211 -0.20¢
(0.034 (0.034 (0.034 (0.035
x Othel 0.58¢ -0.02¢
(0.347 (0.413
Ne active mines 21-150 k  x Trade -0.27¢ -0.27¢ -0.27¢ -0.29:
(0.115 (0.114 (0.115 (0.108
x Constructio -0.33: -0.33( -0.32¢ -0.34¢
(0.132 (0.133 (0.135 (0.126
x Non-trade -0.132 -0.13( -0.14: -0.18:
(0.093 (0.092 (0.083 (0.090
x Natural resourct -0.36( -0.36( -0.36( -0.36¢
(0.089 (0.089 (0.089 (0.088
x Othe| -0.26¢ -0.22¢
(0.125 (0.122
Country-Year-Sector F Yes Yes Yes Yes
Firm control: Yes Yes Yes Yes
Controls for inactive mine Yes Yes Yes Yes
Cluster: 44 53 52 42
Observation 20812 20812 20812 20812
R-square 0.288 0.288 0.288 0.287

Notes: This table shows OLS regressions to estimate the impactcaf lmining activity on firms' business constraints. Coluinn
replicates our baseline results of column 2 in Table 2. Thieing columns show similar regressions while using diffet ways
to classify firms into tradeable versus non-tradeablesgssecColumns 1-3 follow Mian and Sufi (2014). Retail, restnis, hotels
and motor vehicle services are categorized as non-tragle@blumn 2 further restricts tradeables to sectors in wfiralis export
on average at least 5 per cent of output either directly autin intermediaries (source: World Bank Enterprise Susye®olumn
3 also excludes the retail sector from non-tradeables (@meld itOther). Column 4 follows Ellison and Glaeser (1997) and defines
(non-)tradeables according to their geographical comagan. The index is a measure of excess concentration withect to a
random distribution of sectors across space, where exagsentration may either reflect natural advantages oroamgetation
economies. Robust standard errors are clustered by ceymanysector and shown in parentheses. All specificationkide
country-year-sector fixed effects, firm controls (sizgeainternational exporter, and ownership), controls faictive mines in the
vicinity of firms, and a dummy for whether a mine of any staguxssts in the administrative region of the firm. Constamtiiled
but not shown. Standard Table Al in the Appendix contains/atllable definitions and data sources while Table A2 caorstai
summary statistics.



Table A9
L ocal mining and business constraints: Controlling for NTL near firms

Baseline Mines: NTL
Interaction with: [1] [2] [3] [4]
Ne active mines 0-20 k 0.35¢ 0.007
(0.120 (0.004
Ne active mines 0-20 k X Tradec 0.58:2 0.01:
(0.141 (0.005
x Constructiol -0.272 -0.021
(0.371 (0.009
x Non-trade: -1.10¢ -0.01¢
(0.560 (0.014
x Natural resourct -0.17¢ -0.007
(0.038 (0.001
Ne active mines 21-150 k -0.24¢ -0.00¢
(0.103 (0.004
Ne active mines 21-150 k x Tradec -0.27¢ -0.01
(0.106 (0.004
x Constructiol -0.34¢ -0.01z
(0.124 (0.005
x Non-trade: -0.14: -0.00:
(0.087 (0.003
x Natural resourct -0.36¢ -0.017
(0.085 (0.006
Average luminosity within a 0.05¢ 0.06¢ 0.05: 0.061
20 km radius at t-2 (0.026 (0.027 (0.028 (0.030
Average luminosity within a -0.14¢ -0.14: -0.09¢ -0.08¢
20 to 150 km band at t-2 (0.080 (0.071 (0.072 (0.072
Ne gas flares within 150 km (= -0.80z -0.84: -0.791 -0.84¢
0 within 20km) (0.323 (0.433 (0.317 (0.434
Country-Year-Sector F Yes Yes Yes Yes
Firm control: Yes Yes Yes Yes
Controls for inactive mine Yes Yes Yes Yes
Observation 22150 20812 22150 20812
R-square 0.274 0.289 0.272 0.287

Notes: This table shows OLS regressions to estimate the impactaf lining activity on firms' business constraints. In cohs 3-4
mining activity is measured by the sum of NTL emitted withil &m radius around mines. Robust standard errors are calsbsr
country-year-sector and shown in parentheses. All spetifins include firm controls (size, age, internationapaer, and
ownership), controls for inactive mines in the vicinity dfnfis, and a dummy for whether a mine of any status exists in the
administrative region of the firm. The number of gas flarestmls for the possibility that night-time light reflectise intense light
emitted by burning natural gas that is extracted as a byymtodf oil fields. Constant included but not shown. Table Althe
Appendix contains all variable definitions and data sosikekile Table A2 contains summary statistics.



Table A10
L ocal mining, business constraints and firm growth: Robustness

Average Employ- Assets (In) Sales (In) Assets (In) Sales (In)
constrain ment (In
1st stage 2nd stage
[1] [2] [3] [4] [5] [6]
-0.051 -0.10¢ -0.08¢ -0.07: -0.04:
Interaction with: (0.008 (0.033 (0.028 (0.029 (0.022
Ne active mines 0-20 km X Tradel 0.33¢
(0.353
x Constructio -2.23:
(2.079
x Non-trade: -1.84¢
(.121
X Natural resourct -0.14¢
(0.126
Ne active mines 21-150 km X Trade« -0.50¢
(0.120
x Constructio -0.48:
(0.156
x Non-trade: -0.34¢
(0.176
X Natural resourct -0.46:
(0.072
Country-Year-Sector FEs No No No No No No
Sector FEs Yes Yes Yes Yes Yes Yes
Firm size dummies No No No No Yes Yes
Firm and inactive mine controls Yes Yes Yes Yes Yes Yes
Observations 20820 20820 4378 8023 4378 8023
Ne clusters 44 44 23 23 23 42
Kleibergen-Paap F-statistic 41.5( 41.5: 41.5: 43.97 43.97
Hansen J-test p-value 0.28

Notes: This table shows 2SLS regressions to estimate the impaotaf imining activity on firm growth. Robust standard errare shown in parentheses and clustered by
country-year-sector. All sales and assets specificatiarisde firm controls (size, age, international exporéerd ownership) and controls for inactive mines in the vigini
of firms, unless otherwise stated. All employment speatfamns include firm controls (age and ownership), contfolsinactive mines in the vicinity of firms, and a
dummy for whether a mine of any status exists in the admatist region of the firm. Constant included but not showran8tird Table Al in the Appendix contains all
variable definitions and data sources while Table A2 corstaummary statistics.



TableAll
Distribution of the number of active mines and oil
& gasfieldsaround firms

Active mines Oil & gas fields
0-20 km 20-150 km  0-20 km 20-150 km
[1] (2] [5] [6]
Brazil 0.35 1.30 0.00 0.05
(1.17) (3.76) (0.23)
Chile 0.06 6.68 0.00 0.00
(0.26) (3.13)
China 0.70 8.67 0.01 0.34
(1.75) (9.07) (0.16) (0.73)
Kazakhstan 0.18 1.29 0.00 0.04
(0.38) (2.52) (0.20)
Mexico 0.00 1.22 0.00 0.00
(0.07) (0.90)
Mongolia 0.05 1.54 0.00 0.00
(0.22) (0.80)
Russia 0.36 5.78 0.03 0.25
(0.52) (18.41) (0.16) (0.72)
Ukraine 1.34 18.48 0.00 0.72
(3.96) (39.29) (0.04) (1.00)
All countries 0.53 7.10 0.01 0.25

(1.68) (13.17) (0.13) (0.66)

Notes: This table shows for each sample country the mean and (im{reges)
the standard deviation of the number of active mines and oija% fields

surrounding firms. Mines and oil & gas fields are matcheditm$ based on a
circle with a 20 km radius around each firm (odd columns) orséatice ring of
between 20 and 150 km (even columns). Source: World Bank rjige

Surveys, SNL Metals and Mining, and Horn (2003).
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