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Abstract

We formulate and estimate a business cycle model which can account for key business cy-
cle properties of labor market variables and other aggregates. Three features distinguish our
model from the standard model with Search And Matching (SAM) frictions in the labor mar-
ket: frictional �rm entry, endogenous product variety, and investment in two assets: stocks and
physical capital. Our model with �rm dynamics displays an endogenous form of wage modera-
tion. Thanks to the latter, it outperforms the SAM framework augmented with exogenous real
wage rigidities.
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1 Introduction

Business cycles are characterized by sizeable investment dynamics in the extensive margin of in-
vestment, that is in entry and exit of �rms. Fluctuations in entry and exit account for a sizeable
portion of job creation and job destruction and, thus, for �uctuations in vacancies and unemploy-
ment. Davis and Haltiwanger (1990), on the basis of U.S. manufacturing data between 1972 and
1986, report that 25% of annual gross job destruction can be attributed to establishment deaths,
while 20% of annual gross job creation to the birth of new establishments. More recently, Jaimovich
and Floetotto (2008) argue that entry and exit explain U.S. job �ows at a higher frequency. Using
the Business Employment Data (BED) from the third quarter of 1992 to the second quarter of
2005, they �nd that the average fraction of quarterly gross job-gains (losses) that can be explained
by the opening (closing) of establishments is about 20%. Around a third of the cyclical volatility
of the job-gains (losses) comes from opening (closing) establishments. These �gures are not con-
�ned to a speci�c sector, but are consistent across U.S. industries.1 Chatterjee and Cooper (1993),
�rst pointed out the strong procyclicality of net business formation and new business incorpora-
tions. Similarly, Bergin and Corsetti (2008) argue that business cycles are characterized by sizeable
dynamics in the extensive margin of investment.

We seek to understand the contributions of the extensive margin for business cycle �uctuations in
unemployment, vacancies, and hours of work. We provide evidence for the United States concerning
the joint response of these variables, and other key macroeconomic aggregates such as GDP and
in�ation, to shocks to technology, to the price markup and to the relative wage bargaining power
of workers. To address the evidence we integrate large-�rm models of the labor market with Search
and Matching friction (SAM, henceforth) into a framework with endogenous �rms entry (E) and
monopolistic competition a là Bilbiie et al. (2012). We dub the resulting framework as Entry Search
And Matching model (ESAM, henceforth). The large-�rms assumption allows to separate the �rm
entry decision from the vacancy creation decision, and hence the dynamics of entry and exit from
that of vacancies in response to shocks. ESAM models feature both an intensive and an extensive
margin of investment, as well as an intensive and an extensive margin of labor. Households �nance
the entry of new �rms in the market, along with the creation of physical capital, further, if employed,
choose how many hours of work to supply. In ESAM, entry is subject to frictions. New �rms must
pay an entry cost, which is sunk, and it takes one period for new �rms to start producing.2 In our
framework, the entry of a new �rm corresponds to the creation of a new product variety.3 For this
reason, we could use the terms "�rm" and "product" interchangeably, and sunk entry costs can be
interpreted as product development costs. As pointed out by Bilbiie et al. (2012), this is consistent
with the bulk of the macroeconomic literature with monopolistic competition, which similarly uses
��rm� to refer to the producer of an individual good. Broda and Weinstein (2010) document a
strong procyclicality of product creation, while Bernard et al. (2010) show that product creation
and destruction account for important shares of overall production.

As in the seminal contribution by Bilbiie et al. (2012), �rms enter the market up the point where

1Jaimovich and Floetotto (2008) argue that changes in the number of establishments or franchises will not be
re�ected in the data as changes in the number of �rms. However, as theirs, our model interprets entry more broadly,
and should be seen as analyzing variations in the overall number of competitors, not just in the number of �rms.

2An incomplete list of models with these assumptions include Bilbiie et al. (2012), Bilbiie (2020), Bergin and
Corsetti (2008), Etro and Colciago (2010), Colciago and Etro (2010), Bilbiie et al. (2014) and Lewis and Poilly
(2012). Bilbiie et al. (2019) provide a discussion of the distortions and welfare costs in a �exible-price model under
general-homothetic preferences for variety.

3Empirically, new products are not only introduced by new �rms, but also by existing �rms As in Bilbiie et al.
(2012), we take a broad view of producer entry and exit as also incorporating product creation and destruction by
existing �rms, although our model does not address the determinants of product variety within �rms.
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the expected discounted value of future pro�ts equals the sunk entry cost. The investment in new
productive units is �nanced by households through the accumulation of shares in the portfolio of
�rms. The stock market price of this investment �uctuates endogenously in response to shocks. We
consider several empirically motivated frictions to make the model estimable, in line with Christiano
et al. (2005) and Lewis and Poilly (2012). These are internal habit persistence in consumption,
physical capital to produce �nal goods, and adjustment costs in both the intensive and extensive
margin of investment. As a result, and in contrast with the standard SAM framework, in ESAM
individuals can invest in two assets: stocks and physical capital. The price of both assets �uctuates
over the business cycle. Stock market prices, together with the shares�payo¤ coming from imperfect
competition determine the return to entry, while �uctuations in the price of capital and in its
marginal product determine investment in physical capital.

We estimate the structural parameters of the theoretical models by matching the impulse re-
sponses obtained with a vector autoregressive (VAR) model, that includes labor market variables
and �rm entry. More precisely, we adopt a Bayesian minimum distance techniques in the spirit of
Christiano et al. (2010). A minimum distance technique to estimates the parameters of a SAM
model is also adopted by Trigari (2009).

In the VAR analysis we identify shocks to technology, to the price markup, and to the wage
bargaining power of workers. The VAR-based impulse response functions are identi�ed with sign
restrictions. A major challenge in estimating a DSGE model via matching VAR-based impulse
responses identi�ed through sign restrictions, is that there is no point estimate that the minimum
distance method can take as the empirical reference. To tackle the issue, we follow Hofmann et al.
(2012). Speci�cally, we consider a large set of VAR-based impulse response functions ful�lling the
sign restrictions, and for each of them, we run a minimum distance estimation with the model-based
impulse responses. As a result of the estimation procedure, we obtain moments and quantiles of the
implied posterior mode distributions for the estimated parameters. With the estimated parameters
in hand, we evaluate the performance of the models in �tting the data on the basis of the marginal
likelihood and on the IRFs to three shocks, namely to technology, to price markup, and to wage
bargaining power of workers.

How does the performance of estimated ESAM models compare with that of SAM models? To
answer to this question, we compare the performances of estimated ESAM models with that of
models with a �xed number of varieties, such as the traditional SAM framework with large �rms.
In the latter, the number of varieties is �xed and the extensive margin of investment is shut o¤.

The main result of our analysis is that ESAM models account for the response of labor market
variables such as wages, unemployment, job vacancies and total hours, and for the response of pro�ts
and �rm entry to the three shocks we identify. The success of ESAM in replicating the dynamics of
those variables is due to a form of endogenous wage moderation in response to technology shocks,
that spreads from the extensive margin of investment. In SAM models with a �xed number of
varieties the real wage typically displays a sharp response to shocks, that, in the case of technology
shocks, leads to counterfactual responses of hours and pro�ts. In contrast, the endogenous wage
inertia characterizing ESAM allows replication of the cyclicality of pro�ts and that of hours without
resorting to the exogenous assumption of real wage rigidities, that are instead needed in the SAM
framework. As we discuss below, the interaction between the asset market and the labor market is
at the core of the intuition for our results.

The improvement of ESAM models over SAM ones is not con�ned to the replication of tech-
nology shocks. The statistical �t of the various ESAM models we estimate, as measured by the
marginal likelihood, is consistently higher than those of SAM models.4 Our estimates suggest that

4The likelihood functions of ESAM and SAM are compared assuming that entry is not in the infomation set. Thus,
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structural parameters of the models are generally robust across SAM and ESAM. Both models call
for a high outside option value for workers in order to replicate the empirical IRFs. However, since
ESAM features investment at both the intensive and the extensive margin, this does not lead to an
excessively large steady state labor share of income. Additionally SAM requires a low bargaining
power of workers in order to mitigate �uctuations in the real wage in response to shocks. In other
words, SAM typically requires a Hagedorn and Manovskii (2008)-type parameterization in order
to �t the data. Thanks to endogenous wage inertia, this is not necessary in ESAM, where the
estimated value of the wage bargaining power is in line with that used in the bulk of the literature.

To understand how the extensive margin of investment a¤ects the response of the real wage,
and the rest of the economy, consider an expansionary technology shock. On impact, the increase
in productivity translates into an increase in the real wage and in the return on capital. From
the standpoint of the households, this increase in the rate of return translates into an increase in
the willingness to invest. Increased productivity stimulates �rms�labor demand at both margins.
Due to the higher wage, and to the temporarily higher interest rate, households are willing to
accommodate some of the increase in demand by working more. In SAM models the increase in
labor supply is not enough to avoid a sharp increase in the real wage. As a result, the responses of
aggregate hours of work and pro�ts are, under the vast majority of the estimated parameter values,
countercyclical.5

In ESAM models those described are just partial e¤ects. Households have an additional mean
to transfer resources intertemporally, the extensive margin of investment, with respect to what
they have in SAM. Indeed, since next period�s �rms pro�ts are expected to be high, households
invests in the creation of new �rms. The increase at both margins of investment ampli�es the
response of output with respect to what is observed in SAM. Since entry is frictional, the number
of �rms is a state variable, and the increased output is initially produced by incumbent �rms.
Given incumbents operate under imperfect competition, this fuels their pro�ts. Hours are the only
input that �rms can adjust on impact, and for this reason �rms increase their demand. However,
this does not lead to a counterfactual strong procyclical response of the real wage. To make the
most of investment opportunities, households further increase their willingness to work. As a result
the response of the real wage is milder with respect to what is observed in SAM. This translates
into a procyclical response of both aggregate hours and pro�ts together with a countercyclical
unemployment rate. Our VAR analysis suggests that a procyclical response of hours and pro�ts
in response to a technology shock is the most likely event. Although our models cannot match the
magnitude of the empirical response of pro�ts to the shock, they match their cyclicality. The surge
in hours, employment and vacancies is sustained over time by the entry of new �rms that start
producing. Importantly, the ESAM model replicates the VAR-based responses for all the shocks
we identify. This motivates why the marginal likelihood of ESAM model is substantially higher
than that of SAM ones.

Starting with Hall (2005), the literature has suggested that the wage setting mechanism in SAM
models has to be altered, such that the real wage becomes just mildly responsive to technology and
other shocks, in order for the model to account for the cyclical properties of unemployment and
vacancies. For this reason we compare the performance of our benchmark ESAM model, with no
exogenous wage rigidities, to that of a SAM model with real wage inertia in the form of a wage norm,
that we dub WSAM. At the posterior mode of the parameters, the estimated ESAM and WSAM
models provide very similar performances. Nevertheless, the ESAM model is preferred to WSAM
in terms of statistical �t. Additionally, ESAM models explains the cyclicality of the dynamics of

we evaluate the statistical performance of the two models at replicating the dynamics of the same set of variables.
5Recall that the estimation procedure delivers a distribution of estimated parameters, and thus we characterize a

set of IRFs to each shock.
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the number of product/competitors in response to shocks that WSAM, by construction, cannot
address.

The benchmark version of ESAM features �exible adjustments both in wages and prices, and,
given monopolistic competition, a price markup that does not depend on the extent of competition.
We extend the baseline speci�cation to include price rigidities to obtain New Keynesian ESAM
models, that we dub NK-ESAM. The inclusion of New Keynesian features further improves the
performance of the ESAM model in replicating the dynamics of the main macroeconomic variables
over the business cycles, particularly of those for the labor market. Importantly, NK-ESAM models
have a substantially higher statistical �t than NK-SAM ones.

As a last extension, we account for the role of market structures by considering oligopolist
competition à la Bertrand in the market for �nal goods. In this case, variations in the number of
operating �rms result in endogenous variations in the markup level along the cycle. Speci�cally,
following Colciago (2016) and Jaimovich and Floetotto (2008), an increase in competition translates
into a reduction in the price markup.

Our analysis shows that Bertrand competition �ts the data slightly better than monopolistic
competition, but modelling the market for �nal goods as a monopolistically competitive one, as
most of the literature does, makes little quantitative di¤erence when it comes to addressing the
business cycle properties of the main aggregates. Notice, however, that departing from monopolistic
competition could be necessary when trying to address speci�c aspects of the data, such as the
relationship between price markups and the extent of competition.

A recent and growing literature, inspired by the work of Melitz (2003), Bilbiie et al. (2012),
Jaimovich and Floetotto (2008), Clementi and Palazzo (2016), Rossi (2019) among others, studies
how the extensive margin of �rm entry and product variety can contribute to understand the
business cycle. Bergin and Corsetti (2008) originally studied the monetary transmission mechanism
in the presence of an extensive margin of investment in open economies, more recently Lewis and
Poilly (2012), Bilbiie (2020), and Colciago and Silvestrini (2020) reconsidered the issue in closed
economies. Closer to this paper are contributions by Ambler and Cardia (1998), Colciago and
Rossi (2015), Cacciatore and Fiori (2016), Shao and Silos (2013), and Mangin and Sedláµcek (2018).
Ambler and Cardia (1998) consider a general equilibrium model with �rms�entry and competition,
which features a perfectly competitive labor market. In their setting the number of �rms is pinned
down by a zero pro�ts condition. Hence, while their model delivers a countercyclical labor share
of income, the cyclicality of pro�ts and unemployment cannot be addressed. Colciago and Rossi
(2015), Cacciatore and Fiori (2016) and Shao and Silos (2013) consider search and matching models
with an extensive margin of investment. Colciago and Rossi (2015) and Mangin and Sedláµcek
(2018) study the role of competition for the response of the labor share of income to technology
shocks. Cacciatore and Fiori (2016) consider the macroeconomic e¤ects of deregulating the goods
and labor markets. Shao and Silos (2013) �nd that sunk costs of entry imply a countercyclical
net present value of a vacancy, which has implications for the surplus division between �rms and
workers over the business cycle. With respect to those works, this paper provides both empirical
and theoretical contributions. We provide empirical evidence concerning the joint responses of �rm
entry, investment, unemployment and hours of work to shocks to technology, the price markup
and to the relative wage bargaining power of workers. We develop versions of the ESAM model
characterized by various empirically relevant frictions. We disentangle the role played by each
friction for the transmission of shocks, and establish the statistical �t of each model version.

Our paper is related to the work of Christiano et al. (2016), who stress the importance of wage
inertia for the dynamics of unemployment, vacancies and in�ation in SAM models. Christiano
et al. (2016) develop a model where wage inertia emerges as the solution to the bargaining problem
between �rms and workers. Our paper, while maintaining standard Nash bargaining between �rms
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and workers, obtains wage inertia thanks to the presence of two assets: physical capital and stocks.
We endogenize the return of stocks by building a model where pro�ts and �rms�entry depend on
the conditions of the business cycle. Stock returns a¤ect the willingness to work and saving of
households, and through this channel they ultimately a¤ect the equilibrium real wage.

The remainder of the paper is organized as follows. Section 2 introduces the benchmark ESAM
model with monopolistic competition. Section 3 extends the baseline framework to nominal rigidi-
ties. Section 4 spells out the SAM models that we take as a reference for model comparison,
including a version with real wage rigidity. Section 5 outlines the econometric methodology. Sec-
tion 6 contains the main �ndings, and Section 7 concludes.

2 The Model Economy: ESAM

In this section we outline ESAM, the benchmark economy with endogenous �rm entry and SAM
frictions. It embeds �rm endogenous entry in a SAM model with large �rms. To make the model
estimable, following Christiano et al. (2005) and Trigari (2009), we consider habit persistence in
consumption, physical capital to produce the �nal goods and adjustment costs at the intensive mar-
gin of investment. As in Casares et al. (2018) and Lewis and Poilly (2012), we include adjustment
costs along the extensive margin of investment.

The economy features a continuum of atomistics sectors, or industries, on the unit interval. Each
sector is characterized by di¤erent �rms producing a good in di¤erent varieties, using labor and
capital as inputs. The sectoral goods are imperfect substitutes for each other and are aggregated
into a �nal good through a CES aggregator. Households use the �nal good for consumption and
investment purposes. Endogenous �rms�entry is modeled at the sectoral level, where �rms face
search and matching frictions in hiring workers. The benchmark version of the ESAM model
features monopolistic competition in the markets for �nal goods. In the Appendix, we extend
the framework to account for strategic interactions between an endogenous number of producers
by considering Bertrand Competition. We dub the version of ESAM characterized by Bertrand
competition as BESAM.

2.1 Labor and Goods Markets

At the beginning of each period, N e
jt �rms enter into sector j 2 (0; 1), while at the end of the

period a fraction � 2 (0; 1) of market participants exits from the market for exogenous reasons. As
a result, the number of �rms, Njt, in the sector j follows the law of motion:

Njt+1 = (1� �)
�
Njt +N

e
jt

�
;

where N e
jt is the number of new entrants in sector j at time t. Following Bilbiie et al. (2012), we

assume that new entrants at time t will only start producing at time t+1 and that the exit rate, �,
is independent of the period of entry and identical across sectors. The assumption of an exogenous
constant exit rate in adopted for tractability, but it also has empirical support. Using U.S. annual
data on manufacturing, Lee and Mukoyama (2015) �nd that, while the entry rate is procyclical,
annual exit rates are similar across booms and recessions. Below we describe the entry process in
detail. In ESAM models, the markets for �nal goods are characterized by monopolistic competition.
As an extension, we show that the �ndings are robust to the introduction of oligopolistic competition
à la Bertrand in the goods market.

The labor market is characterized by search and matching frictions, as in Andolfatto (1996)
and Merz (1995). Producers post vacancies in order to hire new workers. Unemployed workers and
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vacancies combine according to a constant returns to scale matching function and deliver mt new
hires, or matches, in each period. The matching function reads as:

mt = 
m
�
vtott
�1�


u
t ;

where 
m re�ects the e¢ ciency of the matching process, v
tot
t is the total number of vacancies created

at time t and ut are the workers searching for a job.6 The probability that a �rm �lls a vacancy is
given by qt = mt

vtott
, while the probability to �nd a job for an unemployed worker reads as zt = mt

ut
.

Firms and individuals take both probabilities as given. Matches become productive in the same
period in which they are formed. Each �rm separates exogenously from a fraction 1� % of existing
workers each period, where % is the probability that a worker stays with a �rm until the next period.
As a result, a worker may separate from a job for two reasons: either because the �rm where the
job is located exits the market or because the match is destroyed. Since these sources of separation
are independent, the evolution of aggregate employment, Lt, is given by:

Lt = (1� �) %Lt�1 +mt:

2.2 Households

Using the family construct of Merz (1995), the representative household consists of a continuum
of individuals of mass one. Members of the household insure each other against the risk of being
unemployed. The representative family has lifetime utility:

U = E0

1X
t=0

�t
�
ln (Ct � #Ct�1)� �Lt

ht
1+'

1 + '

�
�; �; ' � 0; (1)

where � 2 (0; 1) is the discount factor, the variable ht represents individual hours worked by each
member of the household, and Ct is the consumption of the �nal good. Consumption displays
internal habit persistence of degree #. The household is assumed to own physical capital, Kt,
which, as in Schmitt-Grohé and Uribe (2005), Christiano et al. (2005), Smets and Wouters (2007)
and Altig et al. (2011), accumulates according to the following law of motion:

Kt+1 = (1� �k)Kt +

 
1� S

 
Ikt
Ikt�1

!!
Ikt ; (2)

where Ikt denotes gross investment in physical capital, and �k is a parameter denoting the rate of
depreciation. The function S introduces investment adjustment costs and it is assumed to satisfy
S(1) = S0(1) = 0 and S00(1) > 0. These assumptions imply the absence of adjustment costs up to
�rst order in the vicinity of the deterministic steady state.

The representative agent enjoys capital, dividend, and, if employed, labor income. Markets are
complete. Unemployed individuals receive a real unemployment bene�t b, hence the overall bene�t
for the household is b (1� Lt). This is �nanced through lump sum taxation by the Government.
Notice that the household recognizes that employment is determined by the �ows of its members
into and out of employment according to

Lt = (1� �) %Lt�1 + ztut: (3)

6Given that population is normalized to one, the number of unemployed workers and the unemployment rate are
identical.
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Timing of investment in the stock market is as in Bilbiie et al. (2012) and Chugh and Ghironi
(2011). At the beginning of period t, the household owns xt shares of a mutual fund of the Nt
�rms that produce in period t, each of which pays a dividend dt. Denoting the value of a �rm
with Vt, it follows that the value of the portfolio held by the household is xtVtNt. During period
t, the household purchases xt+1 shares in a fund of these Nt �rms as well as of the N e

t new
�rms created during period t. Total stock market purchases to be carried into period t + 1 are
thus xt+1Vt(Nt + N e

t ). At the very end of period t, a fraction of these �rms disappears from the
market.7 Following the production and sales of the Nt varieties in the imperfectly competitive
goods markets, �rms distribute the dividend dt to households. The household�s total dividend
income is thus Dt = xtdtNt. The family receives real labor income wthtLt, where wt is the real
wage. Households rent the capital stock to �rms at the real rental rate rkt per unit of capital.
Thus, total income stemming from the rental of capital is given by rktKt. The household chooses
how much to save in bonds, in physical capital and in the creation of new �rms through the stock
market according to standard Euler and asset pricing equations. The �rst order condition (FOC)
with respect to employment, Lt, is:

�t = �twtht � �
h
1+1='
t

1 + 1='
� b�t + � (1� �) %Et [zt+1�t+1] ; (4)

where �t is the marginal value to the household of having one member employed rather than unem-
ployed, and �t is the marginal utility of consumption. Equation (4) indicates that the household�s
shadow value of one additional employed member (the left hand side) has four components: �rst,
the increase in utility generated by having an additional member employed, given by the real wage
expressed in utils; second, the decrease in utility due to more hours dedicated to work, given by
the marginal disutility of employment; third the foregone utility value of the unemployment bene�t
b�t; fourth, the continuation utility value, given by the contribution of a current match to next
period household�s employment.

2.3 Firms and Technology

As in Jaimovich and Floetotto (2008), the �nal good is produced aggregating a continuum of
measure one of sectoral goods according to the function

Yt =

�Z 1

0
lnY

!�1
!

jt dj

� !
!�1

; (5)

where Yjt denotes output of sector j and ! is the elasticity of substitution between any two di¤erent
sectoral goods. The �nal good producer behaves competitively and, solving a static optimization
problem, demands the following quantity of sectoral good for each sector j,

Yjt =

�
Pjt
Pt

��!
Yt; (6)

where Pjt is the price index of sector j in period t and Pt is the price of the �nal good in period t,

Pt =

�Z 1

0
P 1�!jt dj

� 1
1�!

: (7)

7Due to the Poisson nature of exit shocks, the household does not know which �rms will disappear from the
market, so it �nances the continued operations of all incumbent �rms as well as those of the new entrants.
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As in Etro and Colciago (2010), we assumed a unit elasticity of substitution between goods
belonging to di¤erent sectors. This is done for simplicity, but notice that Jaimovich and Floetotto
(2008) estimate a value of the intersectoral elasticity of substitution essentially equal to 1 using
US data. This allows realistically separate limited substitutability at the aggregate level, and
high substitutability at the disaggregate level. In each sector j, there are Njt > 1 �rms producing
di¤erentiated goods that are aggregated into a sectoral good by a CES aggregating function de�ned
as:

Yjt = N
1

"t�1
jt

0@NjtX
z=1

yjt(z)
"t�1
"t

1A
"t

"t�1

; (8)

where yjt(z) is the production of good z in sector j, "t > 1 is the elasticity of substitution between
sectoral goods.8 The latter is assumed to follow an AR(1) process with coe¢ cient �". Each �rm z
in sector j produces a di¤erentiated good with the following production function

yjt(z) = At [njt (z)hjt(z)]
1�� k�jt�1 (z) ; (9)

where At represents technology which is common across sectors and evolves exogenously over time
following an AR (1) process with persistency �a and standard deviation �a.Variable njt (z) is �rm
z�s time t workforce, hjt(z) represents hours per employee, and kt�1 (z) is the stock of capital used
by �rm z at time t. Real pro�ts of a �rm at time t are de�ned as

�jt (z) =
pjt (z)

Pt
yjt (z)� wthjt (z)njt (z)� rkt kjt�1 (z)� �vjt (z) ; (10)

where wjt (z) is the real wage paid by �rm z, vjt (z) represents the number of vacancies posted at
time t and � is the output cost of keeping a vacancy open. The value of a �rm is the expected
discounted value of its future pro�ts

Vjt (z) = Et

1X
s=t+1

�t;s�js (z) ; (11)

where �t;t+1 = (1� �)� �t+1�t
is the households�stochastic discount factor which takes into account

that �rms�survival probability is 1��. Firms which do not exit the market have a time t individual
workforce given by

njt (z) = %njt�1 (z) + vjt (z) qt: (12)

The unit intersectoral elasticity of substitution implies that the nominal expenditure, EXPt, is
identical across sectors. Thus, the �nal producer�s demand for each sectoral good is

PjtYjt = PtYt = EXPt: (13)

where Pjt is the price index of sector j and Pt is the price of the �nal good at period t. Denoting
with Pjt (z) the nominal price of good z in sector j, the demand faced by the producer of each
variant is

8The term N
� 1
"�1

jt implies that there is no variety e¤ect in the model.
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yjt (z) =

�
Pjt (z)

Pjt

��"t Yjt
Njt

; (14)

where Pjt is de�ned as

Pjt = N
1

"t�1
jt

24NjtX
z=1

(Pjt (z))
1�"t

35 1
1�"t

: (15)

Using (14) and (6), the individual demand of good z can be written as a function of aggregate
expenditure,

yjt (z) =
(Pjt (z))

�"t

(Pjt)
1�"t

PtYt
Njt

=
(Pjt (z))

�"t

(Pjt)
1�"t

EXPt
Njt

: (16)

As the technology, the entry cost and the exit probability are identical across sectors, we can
drop the index j and refer to a representative sector with

Njt = Nt, Pjt = Pt, njt (z) = nt (z) , hjt (z) = ht (z) , kjt (z) = kt (z) , vjt (z) = vt (z)

and
pjt (z) = pt (z) , �jt (z) = �t (z) , Vjt (z) = Vt (z)

2.4 Pricing and Job creation

In what follows producers are distinguished according to their period of entry. New �rms are those
producing units which entered the market in period t � 1 and in period t produce for the �rst
time. New �rms are thereby the fraction of time t� 1 entrants which survived to the next period.9
We de�ne incumbent producers entering the market in period t � 2 or prior. The distinction is
relevant because new �rms have no beginning of period workforce. Nevertheless, all producing
�rms, independently of the period of entry, have in equilibrium the same size, impose the same
markup over a common marginal cost, and have the same individual level of production. For
this reason in what follows we drop the index z denoting variables relative to the individual �rm.
Optimal pricing implies that the relative price chosen by �rms is

Pt = �tMCt; (17)

whereMCt are nominal marginal costs, and �t de�nes the price markup. To maintain comparability
with the bulk of the literature, the ESAM model features monopolistic competition à la Dixit and
Stiglitz (1977). In this case, the price markup assumes the traditional form

�t =
"t

"t � 1
; (18)

As well known, the price markup, �t, is decreasing in the degree of substitutability between prod-
ucts, "t belonging to the same sector. We assume that the latter follows an AR (1) process with
persistency �" and standard deviation �". A �rm will hire workers up to the point where the value

9Notice that Ne
t�1 are the entrants at time t � 1, and that just a fraction (1� �) of time t � 1 entrants start

producing in period t. We de�ne these �rms as new �rms.
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of the marginal worker, de�ned as �t, equals its marginal cost, that is when

�t =

�
(1� �) (mctAt)

�
kt�1
ntht

��
ht � wtht

�
+ (1� �) %Et�t;t+1�t+1: (19)

Condition (19) implies that the value of the marginal worker, �t, is represented by the pro�ts
associated to the additional worker, the term in brackets, plus the continuation value. Next period,
with probability %, the match is not severed. In this event the �rm obtains the future expected
value of a job. Similarly, a �rm will post vacancies such that the value of the marginal worker, �t,
equals to the expected cost of hiring the worker, �qt :

�t =
�

qt
; (20)

where � de�nes the cost of opening a vacant position in term of the �nal good. Combining the
latter two equations delivers the Job Creation Condition (JCC)

�

qt
=

�
(1� �)

�
At

�Mt

��
kt�1
ntht

��
ht � wtht

�
+(1� �) %�Et

�
�t+1
�t

�

qt+1

�
; (21)

where the pricing condition is used to substitute for the real marginal cost, namelymct � MCt
pt

= 1
�t
.

The approach featuring monopolistic competition à la Dixit and Stiglitz (1977) neglects the role
of strategic interactions between �rms belonging to the same sector, and the impact of entry on the
same strategic interactions. To quantitatively assess the importance of strategic interactions for
the propagation of aggregate shocks, in the Appendix we consider Bertrand competition among an
endogenous number of producers. In that case, as shown by Etro and Colciago (2010) and Jaimovich
and Floetotto (2008), the markup function depends on the extent of competition. Speci�cally, it
is decreasing in the degree of sustitutability between goods, "t, and in the number of �rms in the
market Nt. We dub the version of the ESAM model characterized by Bertrand competition as
BESAM. In the empirical analysis we estimate both versions of the model.

2.5 Hiring policy

Let �newt and vnewt be, respectively, the real pro�ts and the number of vacancies posted by a new
�rm. Symmetrically, �t and vt de�ne the individual pro�ts and vacancies posted by an incumbent
producer. New �rms and incumbent �rms are characterized by the same size, nt. Thus, the optimal
hiring policy of new �rms, which have no initial workforce, consists in posting at time t as many
vacancies as required to hire nt workers. As a result vnewt = nt

qt
. Since nt = %nt�1 + vtqt, it has to

be the case that
vnewt = vt +

%nt�1
qt

: (22)

Hence, a new �rm posts more vacancies than an incumbent producer. For this reason, and given
vacancy posting is costly, the pro�ts of new �rms are lower than those of incumbent �rms. To see
this, notice that

�newt = yt � wthtnt � rkt kt�1 � �vnewt : (23)

Substituting equation (22) in the latter delivers

�newt =
�
yt � wthtnt � rkt kt�1 � �vt

�
� �%nt�1

qt
= �t � �

%nt�1
qt

: (24)
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The last equality follows from the fact that the term in the round bracket represents the pro�ts
of an incumbent producer, �t. Consistently with the U.S. empirical evidence in Haltiwanger et al.
(2013) and Cooley and Quadrini (2001), a young �rm creates on average more new jobs than a
mature �rm and distributes lower dividends.

2.6 Endogenous Entry

In each period the level of entry is determined endogenously to equate the value of a new entrant,
V et , to the entry cost

V et =  t: (25)

The latter is composed by a constant term,  0, and by a term which is related to market congestion

externalities,  1
�
Ne
t
Nt

�&
, as in Casares et al. (2018). In formula, entry costs reads as

 t= 0 +  1

�
N e
t

Nt

�&
: (26)

A higher rate of entry, N
e
t
Nt
, implies an increase in the costs of creating a new �rm. This non-

constant, state dependent term in the entry cost function can be interpreted as an adjustment cost
to extensive margin of investment akin to the cost of adjusting investment in physical capital.

Notice that perspective new entrants have lower value than incumbents because they will have,
in case they do not exit the market before starting production, to set up a workforce in their �rst
period of activity. The di¤erence in the value between a �rm which is already producing and a
perspective entrant is, in fact, the discounted value of the higher vacancy posting cost that the
latter will su¤er, with respect to the former, in the �rst period of activity. Formally,

Vt = V et + �%Et�t;t+1
nt
qt+1

; (27)

where Vt is the time t value of a producing �rm, independently of the period of entry.

2.7 Bargaining over Wages and Hours

As in Trigari (2009), individual bargaining takes place along two dimensions: the real wage and
hours of work. We assume Nash bargaining. That is, the �rm and the worker choose the wage wt
and the hours of work ht to maximize the Nash product

(�t)
1��t

�
�t
�t

��t
; (28)

where �t is �rm value of having an additional worker, while �t=�t is the household�s surplus ex-
pressed in units of consumption. The parameter �t re�ects the parties�relative bargaining power.
We assume that the latter follows an AR(1) process with persistency ��, and standard deviation
��. The FOC with respect to the real wage is

�t�t = (1� �t)
�t
�t
: (29)

Using the de�nition of �t in equation (19), and that of �t in equation (4), after some manipu-
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lations it yields the wage equation

wtht = �t (1� �)
�
At

�Mt

��
kt�1
ntht

��
ht + (1� �t)

 
�

�t

h1+'t

1 + '
+b

!
+ �t��Et

�
�t+1
�t

�t+1

�
; (30)

where �t = zt
qt
measures the tightness in the labor market. The wage shares costs and bene�ts

associated to the match according to the extent of the bargaining power, as measured by �t.
The worker is rewarded for a fraction �t of the �rm�s revenues and savings of hiring costs, and
compensated for a fraction 1� �t of the disutility he su¤ers from supplying labor and the foregone
unemployment bene�ts. Individual hours, ht, are such that

�

�t
h't = (1� �)

2

�
At

�Mt

��
kt�1
ntht

��
: (31)

Because the �rm and the worker bargain simultaneously about wages and hours, the outcome is
(privately) e¢ cient and the wage does not play an allocational role for hours.10

2.8 Aggregation and Market Clearing

Considering that sectors are symmetric and have a unit mass, the sectoral number of �rms and new
entrants also represents their aggregate counterpart. Thus, the dynamics of the aggregate number
of �rms is

Nt+1 = (1� �) (Nt +N e
t ) : (32)

The �rms�individual workforce, nt, is identical across producers, hence Lt = Ntnt. The aggregate
production function is:

Yt = Ntyt = At (Ltht)
1��K�

t�1: (33)

Total vacancies posted in period t are vtott = (1� �)Nt�1vt + (1� �)N e
t�1v

new
t�1 , where (1� �)Nt�1

is the number of incumbent producers, and (1� �)N e
t�1 is the number of new �rms. Aggregating

the budget constraints of households the implied aggregate resource constraint of the economy is

Ct +  tN
e
t + I

k
t = wthtLt + r

k
tKt�1 + PROt; (34)

which states that the sum of consumption, extensive investment and intensive investment must
equal the sum between labor income, capital income and aggregate pro�ts, PROt, distributed to
households at time t. Aggregate pro�ts are de�ned as

PROt = (1� �)Nt�1�t + (1� �)N e
t�1�

new
t : (35)

Goods�market clearing requires

Yt = Ct +  tN
e
t + I

k
t + �v

tot
t : (36)

The GDP is therefore de�ned as the total output net of the vacancy costs, namely

GDPt = Yt � �vtott : (37)

10Notice that we ruled out the possibility of a hiring externality. This simpli�es the derivation of the wage equation.
Ebell and Haefke (2009) show that the quantitative e¤ect of overhiring is minor.
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Finally, the dynamics of aggregate employment reads as

Lt = (1� �) %Lt�1 + qtvtott (38)

which shows that workers employed by a �rm which exits the market join the mass of unemployed.
The list of the full set of equilibrium conditions of the economy is in the Technical Appendix.

3 Nominal Rigidities: NK-ESAM

This section describes ESAM models with nominal price rigidities, that we de�ne NK-ESAM. The
price-setting mechanism follows Rotemberg (1982b), where �rms face a quadratic cost, pact (z), of
adjusting nominal prices. The latter is measured in terms of the �nal good and it is de�ned as:

pact (z) =
�P
2

�
Pt (z)

Pt�1 (z)
� 1
�2 Pt (z)

Pt
yt (z) ; (39)

where �P > 0 determines the degree of nominal price rigidity, and Pt (z) is the nominal price of
�rm z at time t.11 The price adjustment costs can be interpreted as the amount of marketing
materials that a �rm must purchase when implementing a price change. We follow Bilbiie et al.
(2007) and interpret the time t�1 price in the expression of (39) as the notional price that the �rm
would have set at time t� 1 if it had been producing in that period. All �rms su¤er the marketing
cost in equation (39) when implementing a price decision. As argued by Bilbiie et al. (2007), this
assumption is consistent with the original Rotemberg (1982b) setup and with the time to build a
�rm assumption. Speci�cally, as in Rotemberg (1982b)�s framework, the initial condition for the
individual price is dictated by nature. The assumption that a new entrant, at the time of its �rst
price setting decision, knows the average product price last period is consistent with the timing
assumption that an entrant starts producing only one period after entering. Hence, an entrant can
learn the average product price during the entry period. Optimal pricing is still de�ned by equation
17. However, nominal rigidities a¤ect the de�nition of the price markup. Speci�cally, we obtain

�NK�ESAMt =
"t

("t � 1)�NK�ESAM1 +�NK�ESAM2

; (40)

where

�NK�ESAM1 � 1� �P
2
(�t � 1)2 ; (41)

and

�NK�ESAM2 � �P (�t � 1)�t � � (1� �)Et
�
�t+1
�t

�P (�t+1 � 1)�t+1
Nt+1
Nt

Yt+1
Yt

�
; (42)

The variable �t = Pt
Pt�1

denotes gross price in�ation. In the Appendix A, following Etro and
Rossi (2015), we derive the NK Phillips Curve spreading from the NK-ESAM model. Also in the
Appendix A, we derive the NK Phillips curve when we extend the NK-ESAM model to account for
strategic interactions a là Bertrand, namely in NK-BESAM. We show that the NK Phillips Curve
implied by the NK-BESAM model is �atter the higher the extent of competition, i.e. the higher
the number of competitors in the market. In the empirical analysis we assess whether this is a
quantitatively relevant aspect.

The monetary authority is assumed to use the short-term nominal interest rate as the policy

11Notice we have already imposed symmetry across sectors.
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instrument. The gross nominal interest rate, Rt, follows a Taylor-type rule as

Rt
R
=

�
Rt�1
R

��R  ��t
�

��� �Yt
Y

��Y!1��R
;

where �Rmeasures the degree of interest rate smoothing, while �� and �Y are the response coe¢ -
cients to in�ation and output. Variables without a time subscript denote steady state values.

4 The Standard Search and Matching Model: SAM

This section describes a SAM model with �xed variety that we take as the reference to evaluate
the role of the extensive margin of investment for the cyclicality of labor market variables. This
version of the model is well established in the literature. It can be regarded as a medium scale
version of the search and matching model described, inter alia, by Trigari (2009).

The key di¤erences with respect to the ESAM model are that there are no entry frictions and
the number of varieties is �xed. For this reason, there are no product development costs. As a
result, in equilibrium households will invest uniquely in physical capital. In this case, the aggregate
resource constraint of the economy reduces to

Ct + I
k
t = wthtLt + r

k
tKt�1 + PROt; (43)

and the dynamics of employment reads as

Lt = %Lt�1 + qtv
tot
t :

The rest of the model equations is analogous to the ESAM framework and is reported in the
Technical Appendix.

4.1 Nominal rigidities: NK-SAM

We also estimated versions of the SAM model with nominal price rigidities that we dub NK-SAM.
Pricing in NK-SAM is again de�ned by equation 17 where the markup function, �NK�SAMt , di¤ers
from �NK�ESAMt since it does not depend on the expected dynamics of the stock of �rms. We
report �NK�SAMt in the Technical Appendix. The monetary policy rule is unchanged with respect
to that speci�ed above.

4.2 Real Wage rigidities: WSAM

Finally, we estimated a version of SAM with real wage rigidities. Starting with Hall (2005), the
literature pointed out that in order for the SAM model to account for the cyclical properties
of unemployment and vacancies the real wage should not display sharp changes in response to
shocks. For this reason, Hall (2005) augments the SAM framework with a wage norm that dampens
�uctuations in the real wage. Following that approach, we model real wage rigidity in the form of
a backward-looking social norm:

wt = w
�w
t�1 (w

�
t )
1��w ; (44)

where �w is a parameter re�ecting the degree of real wage rigidity and w
�
t is the wage obtained

under the Nash bargaining between �rms and workers, namely that in equation 30. Notice that
�w implies a �xed real wage, while �w = 0 corresponds to the case of Nash bargaining analyzed
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above. As observed by Blanchard and Galí (2007), equation 44, though admittedly ad-hoc, is a
parsimonious way of introducing a slow adjustment of real wages to labor market conditions. We
de�ne the versions of the SAM model augmented with exogenous wage rigidity as WSAM, and its
sticky prices counterpart as NK-WSAM.

5 Econometric Methodology

The econometric technique that is particularly suited for our shock-based analysis is one that
matches impulse response functions estimated by a vector autoregressive model (VAR) with the
corresponding objects in the models. As a �rst step, we estimate a Bayesian structural vector
autoregressive (BVAR) model to identify three shocks: a shock to aggregate productivity, a shock
to price markup, a shock to workers�wage bargaining power. Second, we estimate a set of struc-
tural parameters for the DSGE models that we illustrated above, by matching theory-based impulse
response functions (DSGE-IRFs) with the empirical ones (VAR-IRFs). With the estimated parame-
ters in hand, we assess the relative empirical performance of the alternative models we consider by
comparing their marginal likelihoods and by comparing their ability at replicating the VAR-IRFs.

In the remainder of the section, we describe each step of the methodology. Section 5.1 introduces
the BVAR estimation and the identi�cation strategy of the three structural shocks. Section 5.2
outlines the Bayesian minimum distance procedure we follow to estimate the structural parameters
of DSGE models. Finally, Section 5.3 describes the calibration for those parameters that are not
estimated.

5.1 VAR estimation and shocks identi�cation

The empirical counterpart of our analysis is derived from a VAR model estimated through Bayesian
techniques. We assume Gaussian-inverse Wishart priors for the reduced-form VAR parameters.
Endogenous variables in the VAR consist of n = 11 U.S. quarterly series: real GDP, real wages,
real pro�ts, total hours worked, unemployment rate, vacancies, in�ation rate, labor productivity,
�rm entry, real consumption, and real investment in physical capital. Details about data sources
and de�nitions are provided in the Technical Appendix.

All series are considered in annual terms and, for those in levels, in per capita. Since the DSGE
models we describe are stationary, we take deviations of the non-stationary time series from their
respective trend by applying a one-sided Hodrick-Prescott �lter to the logarithms of the series.12 In
the benchmark speci�cation for the VAR, we consider the interval 1960:Q1 to 2016:Q2 as the sample
period, and 2 as the autoregressive order, as suggested by both Akaike and Bayesian information
criterion. Besides the benchmark speci�cation, we run a battery of robustness checks for the VAR
model that di¤er over the data samples and the �lters considered. We outline the results of the
robustness analysis in the Technical Appendix.

The identi�cation of the structural shocks is achieved by imposing sign restrictions on the im-
pulse response functions, that is on VAR-IRFs. Speci�cally, we implement the QR decomposition
procedure proposed by Rubio-Ramirez et al. (2010). The details regarding the identi�cation pro-
cedure are left to the Technical Appendix. Table 1 summarizes the set of restrictions we impose
to identify the structural shocks. Shocks are meant to increase the aggregate productivity, and to
reduce the price markup and the workers bargaining power. All restrictions, but those imposed on
labor productivity and in�ation to technology shocks, are imposed just on impact. The responses of

12As stressed by Born and Pfeifer (2014), using a one-sided, i.e. �causal� �lter in Stock and Watson (1999),
guarantees that the time ordering of the data is not disturbed and the autoregressive structure is preserved.
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labor productivity and in�ation to the technology shock are instead imposed for 20 and 4 periods,
respectively, after the shock. The length of these restrictions is consistent with that imposed in
the related literature, such as Peersman (2005) and Hofmann et al. (2012). Speci�cally, for the
response of the labor productivity, the length of the restriction is in line with that considered by
Dedola and Neri (2007) and Fujita (2011).13

Shock
Variable Technology Price markup Workers bargaining power
Real GDP > 0 > 0

Real wage > 0 > 0 < 0

Real pro�ts > 0 < 0 > 0

In�ation < 0 < 0 < 0

Labor productivity > 0 < 0 < 0

Table 1: Sign restrictions for the identi�cation of structural shocks in the VAR model. All re-
strictions last for the impact period, but for the labor productivity (20 periods) and in�ation (4
periods) to technology shocks,

A shock that increases the e¢ ciency of production, that is an expansionary technology shock,
leads to an increase in wages, pro�ts, the productivity of labor, and to a reduction in in�ation.
Shocks that weaken the relative bargaining power of workers with respect to that of �rms are
expansionary since they reduce labor market distortions. We distinguish them from expansionary
technology shocks imposing that they lead to a reduction in the real wage and in the productivity
of labor. The reduction in the real wage is assumed to result in lower in�ation. Finally, shocks
that weaken the ability of �rms to price above marginal costs, i.e. markup shocks, expand output
by reducing distortions in the product markets. A negative price markup shock, is distinguished
from an expansionary technology shock by assuming that it a¤ects negatively both pro�ts and
labor productivity, while it is distinguished from a bargaining power shock by assuming that it has
a positive impact on real wages and a negative one on pro�ts. These restrictions are consistent
with those imposed by, inter alia, Canova and Paustian (2011). The restrictions imposed on labor
productivity are derived from the responses implied by our models.14

We leave unconstrained the responses of those variables that represent the main interest of our
analysis: the unemployment rate, total hours, vacancies, �rm entry, consumption, and investment.

Shaded areas Figures 2-9 correspond to 68% probability credible intervals of the VAR-IRFs
to the three identi�ed structural shocks. Though no restrictions are imposed on the responses of
consumption and investment, they are procyclical to all three shocks. Total hours and �rm entry
are procyclical as well, although there is some uncertainty in their impact responses in the case of
technology and markup shocks. After very few periods, however, the uncertainty dissipates and
credible intervals lie entirely above the zero line. Unemployment is countercyclical to all shocks.

In the Technical Appendix, we show that the empirical �ndings are robust to di¤erent VAR
speci�cations. Robustness checks are carried out along two lines. First, we change the length of
the sample period to exclude, in one case, the Great Recession, and in the other, the interval before

13Reducing the lenght of the restriction imposed on the response of labor producivity to technology shocks does
not alter our �ndings. We veri�ed this by imposing both an impact restriction and a restriction implying a positive
response for 4 periods.
14Notice that the response of labor productivity to the shocks we consider does not di¤er across models we compare,

namely ESAM and SAM, neither when prices are �exible in the models nor when they are sticky. For this reason,
restrictions imposed on labor productivity are not meant to favour the implications of one model over those of others.
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the Great Moderation. Second, we detrend the data using alternative �lters, namely by applying a
two-sided Hodrick-Prescott �lter to the logarithms of the series, and by using linear and quadratic
trends.

5.2 Bayesian minimum distance estimation

The di¤erent DSGE models we study in the paper are estimated via Bayesian minimum distance
techniques in the spirit of Christiano et al. (2010). Di¤erently from the aforementioned authors,
the VAR-IRFs are identi�ed with sign restrictions. A major challenge in estimating a DSGE model
via matching the VAR-IRFs identi�ed through sign restrictions, is that there is no point estimate
that the minimum distance method can take as the empirical reference. Imposing indeed sign
restrictions to identify the structural shocks in the VAR implies that shocks are only set-identi�ed.
Put di¤erently, the identi�cation strategy implies that there is a set of impulse response functions
that ful�lls the sign restrictions we impose. Any of the VAR-IRFs in that set can be equally taken
as the empirical counterpart to perform the estimation. To tackle this issue, we follow Hofmann
et al. (2012). We take a large set of VAR-IRFs, namely 1000, and for each of them, we run Bayesian
minimum distance estimation with the corresponding DSGE-IRFs.15 The estimation consists in
optimizing over the posterior mode of the parameters in �, the vector containing the parameters
we wish to estimate.16 The procedure delivers 1000 vectors of posterior modes for the structural
parameters in �, that is one for any of the VAR-IRFs that we take as the empirical counterpart in
the estimation.

Here, we refrain from delving into all details of the estimation procedure, that are left to the
Technical Appendix, and outline the key steps of the analysis. Once endowed with the vectors of
posterior modes, we evaluate the statistical �t of the models we estimate through the marginal
likelihood, and compute DSGE-IRFs to the three shocks of interest. The marginal likelihood is
computed using a Laplace approximation around the posterior mode.17 As a result of the estimation
procedure, for each model we consider, we obtain three distributions, namely: i) the distribution
of posterior modes of the structural parameters; the ii) the distribution of marginal likelihoods,
and iii) the distribution of DSGE-IRFs. In the remainder, we use distributions i)-iii) to asses the
relative performance of the alternative models considered in the analysis.

Notice that the set of VAR-IRFs used for minimum distance estimation depends on the features
of the model under scrutiny. In the case of �exible prices models, the matching is carried out over
the dynamic responses of the following variables: real GDP, real wages, real pro�ts, total hours
worked, unemployment rate, vacancies, real consumption, real investment and labor productivity.
In the case of sticky prices models, we add to those variables the VAR-IRFs of the in�ation rate.
Since SAM does not feature the extensive margin of investment, we never use the VAR-IRFs of
new-entrants in the estimation procedure.

15Any of the VAR-irfs and DSGE-irfs are stacked vectors, which in our case have dimension 15, the impulse
responses horizon, times 3, i.e. the number of identi�ed structural shocks, times the number of endogenous variables
we match.
16The optimization is run using Dynare 4.4.3, and Chris Sims�csminwel as maximization routine. Our programming

codes modify the codes used in Christiano et al. (2010). We are grateful to Mathias Trabandt for sharing with us the
original codes.
17 Inoue and Shintani (2018) establish the consistency of the model selection criterion based on the marginal

likelihood obtained from Laplace-type estimators. Methods like Laplace approximation and Geweke (1999)�s modi�ed
harmonic mean procedure are widely used in the literature to calculate the marginal likelihood. However, the former
has a large advantage over the latter in terms of computational costs. This is so since in order to compute the
marginal likelihood it requires only the posterior mode, and not a Metropolis-Hastings-based sample of the posterior
distribution. For this reason, we follow Smets and Wouters (2007) and compare the alternative models we consider
using the marginal likelihood computed with a Laplace approximation method.
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The structural parameters we estimate, i.e. the elements of �, are listed in Table 2, along
with the prior distributions. Parameters common across model speci�cations are: the persistence
parameters of the shocks �a, �", ��, the standard deviations of the shocks �a, �", ��, the elasticity
of the marginal disutility of labor, ', the degree of internal habit in consumption, #, the elasticity
of the matching function, 
, the steady state value of the wage bargaining power of workers, �, the

implied steady state replacement ratio, rr �
�
�
�
h1+'

1+' + b
�
1
w , the steady state value of the elasticity

of substitution in the goods market, ", and the quadratic investment adjustment cost parameter,
�I . We assume a Beta distribution with mean 0:01 for the standard deviation of the shocks, and
an Inverse Gamma with mean 0:5 for the autoregressive parameters. These are identical across the
exogenous processes. The prior mean for the elasticity of the marginal disutility of labor is 2, while
that for the degree of habit persistence is 0:6, in line, among others, with Boldrin et al. (2001).
Following the standard parameterization strategy of SAM models, we set the prior means of the
elasticity of the matching function and the steady state value of the workers�bargaining power to
0:5. In our model the replacement ratio includes, both, the pecuniary unemployment bene�t and the
utility value of leisure. For this reason we set its prior mean to 0:8, a value which is high compared
to those adopted in models where the ratio is a¤ected just by the pecuniary unemployment bene�t,
as in Christiano et al. (2016). The prior mean for the elasticity of substitution among goods is
set to 4:3, following the calibration strategy in Ghironi and Melitz (2005) and Bilbiie et al. (2012).
The investment adjustment cost is set to 4, consistently with Smets and Wouters (2007). In the
case of ESAM models, � also includes the elasticity of entry cost to congestion esternalities, &. We
set its prior mean to 2 following Casares et al. (2018). In the case of models augmented with real
wage rigidities, � includes the persistence parameter characterizing the wage norm, 
w. Finally, in
the case of models augmented by nominal price rigidity, � includes the probability of not-resetting
price for a �rm in a given period, �P ,18 and the parameters in the monetary policy rule, �R, ��,
and �Y . Prior values for these parameters lay within intervals that are regarded as standard in the
literature.

Parameter Density Mean Std Parameter Density Mean Std
�a Beta 0.8 0.1 rr Beta 0.7 0.1
�" Beta 0.8 0.1 " Gamma 4.3 0.75
�� Beta 0.8 0.1 �I Gamma 4 0.75
�a Inv:Gamma 0.01 0.05 & Gamma 2 0.2
�" Inv:Gamma 0.01 0.05 
w Gamma 0.8 0.1
�� Inv:Gamma 0.01 0.05 �P Beta 0.45 0.05
' Gamma 2 0.4 �R Beta 0.8 0.2
# Beta 0.6 0.2 �� Gamma 1.5 0.2
� Beta 0.5 0.1 �Y Gamma 0.125 0.2

 Beta 0.5 0.1

Table 2: Prior distributions for DSGE structural parameters

18Notice that, though we assume a pricing sheme à la Rotemberg (1982a) in those models embedding nominal
frictions in price adjustment, we choose not to estimate the price adjustment parameter, �P , but we estimate the
probability of not-resetting prices in a given period, �P , of an equivalent pricing adjustment scheme à la Calvo (1983).
As standard in the related literature, we recover �P implictly, by equating the log-linearized versions of the NKPC
delivered by the two pricing schemes.
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5.3 Calibrated parameters

A subset of the structural parameters is not estimated, but kept constant across the di¤erent model
speci�cations. These parameters are calibrated on a quarterly basis following Shimer (2005) and
Blanchard and Galí (2010), among others. We take the ESAM framework as the benchmark. The
discount factor, �, is set to 0:99, and the capital share, �, to 1=3. The rate of business destruction,
�, equals 0:025 to match the U.S. empirical level of 10 per cent business destruction a year reported
by Bilbiie et al. (2012). The constant part of the entry cost,  0, is set to 1, which leads to a ratio of
�rm investment to output close to 15 per cent, as in Bilbiie et al. (2012). Without loss of generality,
the labor disutility parameter, �, is set such that steady state hours supply per worker equals 1.
We set the steady state value of technology, A, equal to 1.

Next, we turn to parameters that are speci�c to the search and matching framework. The total
separation rate, 1�(1��)%, is set to 0:1, as suggested by the estimates provided by Hall (2005) and
Davis and Haltiwanger (1990). We set the steady state job market tightness to target an average
job �nding rate, z, equal to 0:7 as in Blanchard and Galí (2010). This amounts to a monthly rate
of 0:3, consistent with U.S. evidence.

The vacancy �lling rate, q, equals 0:9 as in Andolfatto (1996) and Den Haan et al. (2000). The
cost of posting a vacancy � is implied endogenously. The steady state rate of unemployment reads
as u = (1�(1��)%)

(1�(1��)%)+q� , which is increasing in both the �rm-level job separation rate, %, and in the
rate of business destruction, �. As expected, the unemployment rate is decreasing in the job �lling
probability, q. The endogenous steady state rate of unemployment is higher than the one observed
in the U.S. However, this is justi�ed by interpreting the unmatched workers in the model as being
both unemployed and partly out of the labor force. As argued by Trigari (2009), this interpretation
is consistent with the abstraction in the model from labor force participation choices.19 The steady
state ratio between jobs created by new �rms (JCnew) and total job creation (JC) is given by

JCnew

JC
=
(1� �)N evnewq

vtotq
=

�

�q

(1� u)
u

= 0:25

The calibration implies that job creation by new producers account for about 25 per cent of total
(gross) job creation, close to the quarterly U.S. average of 20 per cent reported by Jaimovich and
Floetotto (2008). Finally, the ratio between workers employed by �rst period incumbent �rms
(Lnew) and total employment (L) is given by

Lnew

L
=
(1� �)N e L

N

L
= � .

Since we set � = 0:025, this implies that new �rms account for about 2:5 per cent of total employ-
ment, slightly lower than the 3 per cent reported by Haltiwanger et al. (2013) as the average value
for the U.S. between 1976 and 2005. In the ESAM framework new entrants create on average a
relevant fractions of new jobs, while accounting just for a small share of overall employment, in line
with U.S. data.
19Krause and Lubik (2007) calibrate their model to deliver an unemployment rate of 12 per cent on the basis of

this motivation. Many studies in the search and matching literature feature much higher unemployment rates. For
example, Andolfatto (1996)�s model features a steady state unemployment rate of 58 per cent, while Trigari (2009)
is characterized by an unemployment rate equal to 25 per cent.
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6 Findings

We arrange our �ndings in two sections. Each of them is devoted to understanding the role played
by �rms dynamics for the propagation of shocks to labor market variables, and to other aggregates of
interest, in the various versions of the models that we spelled out above. In each section we compare
models that have been estimated using the same information. Speci�cally, the VAR-IRFs of �rm
entry is never included among the observables in the minimum distance estimation procedure.
VAR-IRFs of the in�ation rate are included among the observables only for the estimation of the
models with sticky prices. For this reason, Section 6.1 is dedicated to models with �exible prices,
while Section 6.2 to models with nominal price rigidities.

6.1 Flex Prices: ESAM, BESAM, SAM and WSAM

6.1.1 Parameters estimation

In this section, we compare the estimation results across the �exible prices models we outlined
earlier. Table 3 reports values of the posterior distribution of the structural parameters. As
posterior values, we show the mean of the estimated parameter modes, along with the median and
the values at the 5% and 95% tails.20 Columns (1) and (2) of Table 3 report results for the posterior
modes in ESAM and SAM models, respectively. Column (3) refers to the WSAM model, that is the
SAM model augment with real wage rigidities, while Column (4) displays results for the BESAM
model, that is the ESAM model augmented with Bertrand Competition.

In order to assess the contribution of �rm dynamics to shaping the economy dynamics, we
start by comparing the predictions of the ESAM model with those of the SAM model. The sole
di¤erence between these two models is the presence of endogenous variety associated to frictional
�rm dynamics. All other features� frictions, parameters, and information used in the estimation�
are kept unchanged. Parameter values are consistent across models. In particular, both frameworks
require a high value of the replacement ratio, the parameter rr, to match the empirical IRFs. One
relevant di¤erence between the two models is the value assumed by the mean of the posterior modes
for the bargaining power of workers, �, which is lower under SAM. This suggests that SAM needs,
to be consistent with the evidence, a low bargaining power of workers in order to dampen the
response of the real wage to shocks. On the contrary, the ESAM model calls for a value of the
bargaining power in line with that used by the bulk of the literature. This intuition is con�rmed
by the estimation results relative to the WSAM model that we report in column 3 of the Table 3.
Once the SAM model is augmented with real wage rigidities, as is WSAM, a low bargaining power
of workers is no longer required to replicate the empirical evidence. Indeed, the value of � estimated
under WSAM gets much closer to that obtained in ESAM. This suggests that the extensive margin
of investment delivers an endogenous form of wage moderation that is absent in the SAM model,
which we discuss further below.

Column 4 of the table refers to the BESAM model, that is the ESAM model augmented with
Bertrand competition in the market for �nal goods. Estimated parameters are essentially identical
to those obtained under ESAM, which features monopolistic competition. This suggests that the
form of competition between �rms does not matter much for the dynamics of the model.

20The mean here is to be intended as the mean of the 1000 posterior modes obtained from the minimum distance
estimation.
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Model (1) Mean (2) 0.05-0.5-0.95 (3) % of wins for ESAM
ESAM 343 293; 355; 397 -
SAM 322 265; 333; 382 86%
BESAM 344 294; 356; 398 42%
WSAM 334 283; 344; 390 86%

Table 4: Laplace approximation for marginal likelihood over di¤erent DSGE speci�cations. Values
are in log points.

6.1.2 Statistical �t

In this section, we compare the statistical �t of the estimated �exible prices models. The metric
adopted for the comparison is the log marginal likelihood. The latter is computed using a Laplace
approximation around the posterior modes of the estimated parameters. Since the minimum dis-
tance estimation provides us with a set of vectors of posterior modes, one for any of the 1000
VAR-IRFs, we also obtain 1000 values of the marginal likelihood for each of the models we con-
sider. At each estimation round, so taking a speci�c VAR-IRFs as reference, we subtract from the
log marginal likelihood delivered by ESAM that obtained from the competing alternative. Panels
a)-c) of Figure 1 display the distribution of those di¤erences when the competing alternative are
SAM, WSAM and BESAM respectively. On the horizontal axis of each panel we measure the log
points of di¤erence between the marginal likelihoods. Positive (negative) values refer to log points
of di¤erence in favor of the ESAM model (the competing model). The star (circle) indicates the
median value of the gaps in favor of the ESAM model (the competing model). The distribution is
skewed positively when the marginal likelihoods of ESAM are compared to those implied by both
SAM and WSAM. Additionally, the median values of the positive gaps, are, in absolute value, larger
than the median values of the negative ones.21 This means that, considering separately the subsets
of VAR-IRFs at which one model prevails over the other in terms of marginal likelihood, ESAM is
the model whose relative performance is, in median, the strongest. Notice that the distribution of
gaps is slightly negatively skewed when ESAM is compared to BESAM, in panel c).

Table 4 provides summary statistics concerning the comparison of the models over the marginal
likelihood. In Column (3), we report the fraction of runs in which ESAM delivers a higher value
of the marginal likelihood with respect to the competing model (% of wins for ESAM). ESAM
displays a higher marginal likelihood than SAM and WSAM in the vast majority of cases, while
outperforming BESAM only 42% of the times. Taking instead the full distribution of marginal
likelihoods across the 1000 estimation runs for each model, Column (1) displays the mean value,
while column (2) reports its median, and the values assumed at the 5% and 95% per centile.
Considering mean values, the marginal likelihood of ESAM is about 20 log points higher than that
of SAM, and 10 points higher than that of WSAM. BESAM and ESAM essentially display the same
mean value of the log marginal likelihood. For this reason, we argue that the form of competition
between �rms does play a relevant role when it comes to the statistical �t of the models.

The previous analysis leads to three main conclusions: (i) as argued by Christiano et al. (2016),
models featuring a form of wage moderation are those which provide a better �t to the data, the
statistical �t of both ESAM and WSAM is indeed higher than that of SAM; (ii) the endogenous
wage moderation implied by ESAM �ts the data better than the exogenous one featured in WSAM;
(iii) imperfect competition is a necessary ingredient to replicate business cycle �uctuations. With

21The medians of the gaps of marginal likelihoods in favor of ESAM over SAM and WSAM are respectively, 25
and 11 log points. The median of the gaps in favor of SAM over ESAM is 16 log-points, and of WSAM over ESAM
is 3 log-points.
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regard to the last point, we show that augmenting the model with imperfect competition is key
to replicating the transmission of shocks to pro�ts, as it will become clearer from the impulse
response analysis below, and thus for the incentive to enter the market for new �rms. However,
the exact form of competition does not matter much to replicate the empirical IRFs of the main
macroeconomic variables. Our analysis shows that Bertrand competition �ts the data slightly better
than monopolistic competition, but modelling the market for �nal goods as a monopolistically
competitive one, as in the bulk of the literature, makes little quantitative di¤erence. Notice,
however, that departing from monopolistic competition could be necessary when trying to address
speci�c aspects of the data, such as the relationship between price markups and the extent of
competition.

6.1.3 IRFs analysis

This section is dedicated to the analysis of the IRFs in ESAM, SAM and WSAM. We leave the
DSGE-IRFs of the BESAM model to the Technical Appendix since they are essentially identical to
those obtained from ESAM. We trace out DSGE-IRFs to shocks to aggregate productivity, the price
markup and to the workers�bargaining power. We simulate the shocks in the models by setting the
values of the parameters in � to the posterior modes obtained in the estimation procedure, while
other parameters according to the calibration strategy described in Section (5.3).

Figures 2 and 3 compare the IRFs delivered by ESAM and SAM to the empirical ones. Figures
4 and 5 run a comparison between ESAM and WSAM. Figures 2 and 4 refer to labor market
variables, while Figure 3 and 5 to other aggregates of interest. Shaded areas refer to the 68%
probability density intervals of the VAR-IRFs. Solid lines embrace the 68% probability density
intervals of the IRFs of the ESAM model, dashed refer to the SAM model, and dotted lines to the
WSAM model. The horizontal axis measures time in quarters from impact, while the vertical axis
represents the responses in per cent.

Both ESAM and SAM match VAR-IRFs fairly well. There are, however, some di¤erences.
We start by considering a positive technology shock. Figure 2 shows that ESAM is characterized
by larger �uctuations in vacancies and unemployment with respect to SAM. We argue that this
outcome is due to a form of wage moderation characterizing the ESAM framework. The interaction
between the asset market and the labor market is at the core of this result. In ESAM, households
have an additional means to transfer resources intertemporally, that is the extensive margin of
investment, with respect to what they have in SAM. Since future �rms pro�ts are expected to
be high, households invest in the creation of new �rms, leading to an increase in entry, as shown
in Figure 3. The increase at both margins of investment ampli�es the response of output with
respect to what is observed in SAM. Furthermore, since entry is frictional, the number of �rms
is a state variable, and the additional output is initially produced by incumbent �rms. Thanks
to imperfect competition, this fuels their pro�ts. Hours are the only input that �rms can adjust
on impact, and for this reason �rms increase the demand of hours. However, this does not lead
to a counterfactual strong procyclical response of the real wage. There are two reasons at the
basis of this wage moderation. The �rst one is that in order to enjoy investment opportunities,
households further increase their willingness to work. The second one is that investment in the
extensive margin, contrary to investment in physical capital, does not contribute to the marginal
productivity of labor. As a result the response of the real wage is milder with respect to what is
observed in SAM. This translates into a procyclical response of both aggregate hours and pro�ts
together with a countercyclical unemployment rate. Our VAR analysis suggests that a procyclical
response of these variables in response to a technology shock is the most likely event. Our models
cannot match the magnitude of the empirical response of pro�ts to the shock. For this reason,
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the panels displaying pro�ts in Figure 3 and 5 measure the VAR-IRFs on the left vertical axis,
while the DSGE-IRFs are on the right vertical axis. ESAM matches the procyclicality of pro�ts in
response to the shock, whereas in SAM a large fraction of the dynamic responses is countercyclical.
The surge in hours, employment and vacancies is sustained over time by the entry of new �rms
that start producing.

Di¤erences across the ESAM and SAM models are less pronounced in response to the other
shocks, nevertheless, as shown above, the statistical �t of the ESAM, as measured by the marginal
likelihood, is signi�cantly higher than that of the SAM.

The important role of the endogenous wage moderation that we emphasized in the previous
discussion is con�rmed by the analysis of Figures 4 and 5, which display a comparison between
the ESAM model and the WSAM model. Recall that the latter is a SAM model augmented with
a wage norm that leads to real wage rigidity. The response of the real wage to a technology
shock is, by construction, dampened in WSAM with respect to SAM. In this case, as displayed
in Figure 5, the WSAM model matches the cyclicality of the empirical response of pro�ts, and
leads to more sizeable �uctuations in unemployment and vacancies with respect to those observed
in the baseline SAM model. The role of entry can be appreciated by considering the response,
output and hours of work. In ESAM both are in line with the empirical ones. The marginal
log-likelihoods reported in Table 3 show that augmenting the SAM model with wage rigidities
improves its empirical performance, in line with the �nding of the literature. Nevertheless, ESAM
still displays a non-negligible advantage with respect to WSAM in terms of likelihood. We read this
result as suggesting that the extensive margin of investment is a relevant ampli�cation channel of
shock in business cycle models characterized by search and matching frictions in the labor market.

As mentioned above, the IRFs of the BESAM model are essentially identical to those obtained
from ESAM. This suggests that, from a quantitative point of view, the exact form of competition
does not matter much to replicate the empirical IRFs of the main macroeconomic variables.

6.2 Sticky Prices: NK-ESAM, NK-SAM, NK-BESAM

6.2.1 Parameters estimation

In this section we consider models featuring nominal rigidities. Recall that in this case the VAR-
IRFs of in�ation is included in the set of observables when estimating the parameters of the model.
Table 5 reports the same information described in Table 3. In this case, Columns (1) and (2) of
the table report parameters estimated for the NK-ESAM and the NK-SAM models, respectively.
Columns (3) refers to the NK-WSAM model, that is the NK-SAM model augment with real wage
rigidities, while column (4) displays results for the NK-BESAM model, that is the NK-ESAM model
augmented with Bertrand competition.

The observations drawn in the case of �exible prices extend to the case of sticky prices. Specif-
ically, parameters values are consistent across models, and models with a �xed number of varieties,
such as NK-SAM, require a low value of the bargaining power of workers in order to match the
IRFs. Once augmented with real wage rigidities, the model with a �xed number of varieties, that is
NK-WSAM, features an estimated degree of real wage rigidity quite higher than its �exible prices
counterpart, that is WSAM. A higher exogenous inertia in real wage is thus required to replicate the
empirical IRFs. The estimated degree of price rigidities is slightly lower in models with endogenous
variety. In the NK-BESAM framework, the average estimated duration of prices is lower than two
quarters, in line with the average price duration suggested by the micro-evidence provide, inter
alia, by Nakamura and Steinsson (2008). This suggests that strategic interactions in pricing help
match the dynamics of in�ation without resorting to degrees of price rigidities that are inconsistent
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with the evidence. Turning to the estimation of the parameters in the interest rate rule, all models
feature an in�ation response coe¢ cient larger than one, together with a small output response
coe¢ cient. Models with endogenous product variety call for a lower degree of interest rate inertia.
Thus, ESAM models require a lower degree of exogenous rigidities to match the empirical evidence,
which suggests that an internal propagation mechanism is at work.

Model (1) Mean (2) 0.05-0.5-0.95 (3) % of wins for ESAM
NK-ESAM 457 393; 466; 520 -
NK-SAM 384 295; 399; 469 96%
NK-BESAM 450 391; 461; 517 28%
NK-WSAM 400 321; 416; 481 92%

Table 6: Laplace approximation for marginal likelihood over di¤erent DSGE speci�cations. Values
are in log-points. Median target refers to values for matching with the closest VAR-based impulse
response function to the pointwise median (Fry and Pagan 2011)

6.2.2 Statistical �t

Table 6 summarizes the statistical �t of the models with sticky prices. Adding the VAR-IRFs of
in�ation as an observable in the minimum distance estimation has the implication of raising the
�tting of all the models. The more so, however, for models with an endogenous number of varieties.
As reported in Column (1), the mean value of the marginal likelihood of NK-ESAM is 73 and
57 log-points higher than those characterizing NK-ESAM and NK-WSAM, respectively. Similar
di¤erences hold considering median values in Column (2). This suggests that the endogenous
form of wage moderation that characterizes mode with endogenous varieties constitutes a relevant
propagation mechanism even in the case in which models are extend to account for nominal price
rigidities. Additionally, in contrast with the case of �exible prices, the marginal likelihood of the
NK-ESAM model is on average higher than that of the NK-BESAM model.

Also, as we did in the case of �exible prices, we consider any of the VAR-IRFs as reference
and subtract from the log marginal likelihood of NK-ESAM that obtained from the competiting
models. Panels d)-f) of Figure 1 display the distribution of these (log-points) di¤erences between
marginal likelihoods when the competiting alternative are NK-SAM, NK-WSAM and NK-BESAM
respectively. The skewness of the distributions of the gaps is enhanced with respect to what is
observed in the case of �exible prices. Column (3) of Table 6 reports the fraction of runs in which
ESAM delivers a higher value of the marginal likelihood with respect to the competing model (%
of wins for NK-ESAM). The per centage of wins for NK-ESAM with respect to either NK-SAM
or NK-WSAM is overwhelming, as It exceeds 90%. Moreover, considering separately the subsets
of VAR-IRFs at which one model prevails over others in terms of marginal likelihood, the median
values, in absolute terms, of the gaps in favor of NK-ESAM -stars in panels d) and e) of Figure 1-
exceeds the ones in favour of either NK-SAM or NK-WSAM -circles in panels d) and e). of Figure
1-.22 The per centage of cases where NK-ESAM has a higher marginal likelihood with respect to
NK-BESAM is just 28%. However, taking the full distribution of marginal likelihoods across the
1000 estimation runs for NK-ESAM and NK-BESAM, the di¤erences for the median values are
quantitatively negligible and NK-ESAM features a higher mean value of marginal likelihood than
NK-BESAM.
22The medians of the gaps of marginal likelihoods in favor of NK-ESAM over NK-SAM and NK-WSAM are

respectively, 56 and 39 log points. The median of the gaps in favor of NK-SAM over NK-ESAM is 30 log points, and
of NK-WSAM over NK-ESAM is 27 log points.
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6.2.3 IRFs analysis

Figures 6-9 display DSGE-IRFs obtained for our sticky prices models together with the empirical
ones. Solid lines refer to NK-ESAM, i.e. the model with endogenous variety and sticky prices, and
include the 68% probability density intervals. Dashed lines in Figures 6 and 7 refer to the NK-SAM
model, dotted lines in Figures 8 and 9 to the NK-WSAM model. In the �gures, the horizontal axis
measures time in quarters from impact. The vertical axis represents the responses in per cent.
Figures 6 and 8 refer to labor market variables, while Figures 7 and 9 to other key aggregates.

Both the NK-ESAM and NK-SAM models display dynamic responses in line with the empirical
ones. Starting again by considering a positive technology shock, Figure 6 shows that the NK-
ESAM model is characterized by larger �uctuations in hours, vacancies and unemployment with
respect to the NK-SAM model. Under sticky prices, the di¤erences between the two models in the
response of labor market variables and output are ampli�ed with respect to those we observed in
the �exible prices case. The increase in the extensive margin of investment induce a large output
response in NK-ESAM, as reported in Figure 7. Firms that cannot change their prices adjust labor
demand at both margins. In NK-ESAM this does not translate in a sharp wage response due to the
increased willingness to work by households. Figures 8 and 9 show that augmenting the NK-SAM
framework with real wage rigidities, to deliver the NK-WSAM model, reduces the di¤erences in the
�uctuations in labor market variables from the NK-ESAM model. As above, we did not display the
dynamic responses of the NK-BESAM model, i.e. the model with Bertrand competition, as they
are essentially identical to those obtained from its monopolistically competitive counterpart.

In a nutshell, including in�ation between the observables leaves our earlier conclusion un-
changed: thanks to the extensive margin of investment, ESAM models quantitatively account
for key business cycle properties of macroeconomic aggregates.

7 Conclusions

This paper formulates and estimates an equilibrium business cycle model which can account for the
response of the U.S. economy to neutral technology shocks, to markup shocks and to shocks to the
bargaining power of workers. The focus of our analysis is on how labor markets respond to these
shocks. Three features distinguish our model from the standard search and matching model of the
labor market: frictional �rm entry, endogenous product variety, and investment in stocks beside
that in physical capital. Investment in new productive units, the extensive margin of investment,
is �nanced by households through the accumulation of shares in the portfolio of �rms, which have
a market price that �uctuates endogenously in response to shocks. An expansionary shock creates
expectations of future pro�ts. This provides incentives to households to invest in the creation of new
�rms, besides accumulating physical capital. The increase at both margins of investment ampli�es
the response of output with respect to what observed in the traditional search and matching model.
Additionally, to make the most of investment opportunities, households increase their willingness
to work. Together with the fact that investment in stocks does not a¤ect the marginal productivity
of labor, this leads to an endogenous form of wage moderation that is at the basis of the success
of our model with entry at replicating the dynamics of labor market variables. The statistical
�t of our model with �rms�dynamics at replicating the US business cycle is substantially higher
than that of a baseline search and matching framework enriched with exogenous wage rigidities.
Microeconomic data suggest a pervasive heterogeneity in term of size and productivity among active
�rms. The interplay between �rms dynamics and aggregate shocks determines the composition of
active product lines and thus the aggregate level of labor productivity. Identifying empirically the
interaction between the composition of the pool of producers and the propagation of shocks to the
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labor market is a promising avenue for future research.

A Oligopolistic competition

In this appendix, following Etro and Rossi (2015), the ESAM framework is extended to consider
Bertrand competition between an endogenous number of producers. Under Bertrand competition
and Rotemberg (1982a)�s price stickiness the price markup function reads as

�NK�BESAMt =
("t (Nt � 1) + 1) =Nt

("t � 1)�BESAM1 +�BESAM2

; (45)

where

�BESAM1 �
�
Nt � 1
Nt

�
� �P
2
(�t � 1)2 +

�P
2

(�t � 1)2

Nt
; (46)

and

�BESAM2 � �P (�t � 1)�t � � (1� �)Et
�
�t+1
�t

�P (�t+1 � 1)�t+1
Nt+1
Nt

Yt+1
Yt

�
: (47)

Notice that the markup function, �NK�BESAMt , depends on the stock of �rms both at time t
and at time t+ 1. To understand the di¤erence between NK-ESAM and NK-BESAM for in�ation
dynamics, consider the log-linear approximation of the implied New Keynesian Phillips Curve
(NKPC) under monopolistic and Bertrand competition when the elasticity of substitution among
goods variety, ", is assumed to be constant over time. Under monopolistic competition, the log-
linearized NKPC is

b�t = � (1� �)Etb�t+1 + ("� 1)
�p

cmct; (48)

where b�t � log ��t� � is the log-deviation of gross PPI in�ation from its steady state value, �. Under
Bertrand competition it, instead, reads as

b�t = � (1� �)Etb�t+1 + ("� 1) (N � 1)
N�p

cmct � ("� 1)
(1 + " (N � 1))�P

N̂t: (49)

Notice that as N ! 1 equation (49) reduces to equation (48). In that case, ("�1)(N�1)N�p
! ("�1)

�p

and � ("�1)
(1+"(N�1))�P

! 0: As usual both equations (48) and (49) imply that the current in�ation
rate depends on expected in�ation and by real marginal costs, cmct. In (49), the in�ation rate
also depends on the extent of competition, as measured by the number of �rms in the market, N̂t.
Notice that the coe¢ cient attached to cmct is lower under Bertrand competition with respect to that
under monopolistic competition. Ceteris paribus, this implies that the response of current in�ation
to deviations in real marginal costs is weaker under Bertrand competition than under monopolistic
competition. In other words the NKPC is �atter under Bertrand competition. In both (48) and
(49), expected in�ation is discounted by (1� �)�. This di¤erentiates the ESAM framework from
the SAM one, where expected in�ation in the NKPC is discounted only by � and it implies that
in ESAM future expected in�ation has lower weight in the determination of today�s in�ation. This
occurs because �rms take into account the probability of exit. The higher the probability of exit
the higher the weight of current pro�ts with respect to that of future pro�ts in the �rm�s pro�t
maximization problem. This implies that the higher � the closer is the optimal price to the �exible
prices solution. Indeed, in the limiting case of � = 1, the optimal price problem collapses to the
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solution obtained under �exible prices.
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Figure 1: Histograms of di¤erences between DSGE models marginal log-likelihoods taking any of the VAR-IRFs. Positive (negative)
values refer to log-points in favor of ESAM (other �exible prices models) in panels a)-c) and in favor of NK-ESAM (other sticky prices
models) in panels d)-f) . Stars (circles) refer to the median among the gaps in favor of ESAM or NK-ESAM (other models).
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Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: ESAM (black-solid lines) versus SAM (blue dashed-lines).

Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: ESAM (black-solid lines) versus SAM (blue dashed-lines). For PRO (pro�ts): VAR

responses on the left y-axis, DSGE responses on the right y-axis.
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Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: ESAM (black-solid lines) versus WSAM (blue dotted-lines).

Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: ESAM (black-solid lines) versus WSAM (blue dotted-lines). For PRO (pro�ts): VAR

responses on the left y-axis, DSGE responses on the right y-axis.
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Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: NK-ESAM (black-solid lines) versus NK-SAM (red dashed-lines).

Figure 2: Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area)
and in DSGE: NK-ESAM (black-solid lines) versus NK-SAM (red dashed-lines). For PRO (pro�ts):
VAR responses on the left y-axis, DSGE responses on the right y-axis.
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Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: NK-ESAM (black-solid lines) versus NK-WSAM (red dotted-lines).

Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: NK-ESAM (black-solid lines) versus NK-WSAM (red dotted-lines). For PRO (pro�ts):

VAR responses on the left y-axis, DSGE responses on the right y-axis.
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1 VAR estimation

1.1 Empirical model

We estimate a VAR model whose reduced-form is given by,

Yt = B0 +B1Yt�1 + :::+BpYt�p + "t = X 0
t�t + "t , (1)

for t = 1; :::; T . Yt is a n�1 vector containing the endogenous variables. X 0
t � In
 [1; Y 0t�1; :::; Y 0t�p]

is a matrix collecting the �rst p lags of Yt. �t � vec (B0;t; B1;t; :::; Bp;t) is a vector stacking the n�1
vector B0 and the n� n matrices Bs;t, with s = 1; :::; p; "t is a n� 1 vector of reduced-form VAR
residuals, which are assumed independent and identical distributed, as "t � N (0n�1;
), with 

the positive de�nitive variance-covariance matrix. We rely on Bayesian techniques to estimate the
VAR model. We assume a Gaussian-inverse Wishart prior on the reduced-form VAR parameters.
We consider n = 12 endogenous variables, namely real GDP, real wages, real pro�ts, total hours
worked, unemployment rate, vacancy index, in�ation rate, labor productivity, �rm entry, labor
share, real consumption, real investment in physical capital. We use US quarterly series spanning
from 1960:Q1 to 2008:Q2 to exclude the period of the Great Recession.

1.2 Shocks identi�cation

The identi�cation of the structural shocks of the VAR model is achieved through sign restrictions on
the VAR-based impulse response functions. To identify structural shocks via sign restrictions, we
implement the QR decomposition procedure proposed by Rubio-Ramirez et al. (2010). Simulating
the posterior of the structural impulse responses requires draws for � and for the structural impact
matrix A�10 . Let �

�r denotes the rth posterior draw of � and 
�r the rth posterior draw for 
. Then
~A�10 = P �rQ where P �r is the lower-triangular Cholesky decomposition of 
�r such that P �rP �r0 =

�r, and Q is an orthogonal matrix. ~A�10 is a potential solution for the unknown structural impact
multiplier matrix A�10 that satis�es ~A�10 ~A�100 = P �rQQ0P �r0 = 
�r. Following Uhlig (2005), the
prior distribution for the matrix Q is postulated to be uniform on the space of orthogonal matrices

�Email: a.colciago@dnb.nl
yEmail: stefano.fasani@qmul.ac.uk
zEmail: lorenza.rossi@unipv.it
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O(n), allowing to simulate the set of potential solutions for ~A�10 , given �
�r and 
�r. In practice,

once we randomly draw ��r and 
�r from the posterior of the reduced form VAR parameters, we
compute the lower-triangular Cholesky decomposition P �r = chol(
�r). For (��r; P �r), we consider
random draws of the rotation matrix Q, and for each combination (��r; P �r; Q), we compute the set
of implied structural impulse responses ��r. If ��r satis�es the sign restrictions, we store the value
of ��r. Otherwise we discard ��r. We iteratively repeat the procedure to store 1000 structural
impulse responses with which we approximate the posterior distribution of the structural impulse
responses. This distribution re�ects both estimation uncertainty and identi�cation uncertainty.

1.3 Data

Table 1 describes the series and indicates the sources of the data used in the VAR estimation.

Description Source and series mnemonic
(1): Gross Domestic Product FRED (BEA), GDPC1
(2): Real Compensation Per Hour FRED (BLS), COMPRNFB
(3): Corporate Pro�ts After Tax without IVA and CCAdj FRED (BEA), CP
(4): Hours Worked in nonfarm business sector BLS (Major Sector Productivity and Costs)
(5): Civilian Unemployment Rate FRED (BLS), UNRATE
(6): Composite Helped-Wanted Index Barnichon (2010)
(7): Real Output per hour in nonfarm business sector FRED (BLS), OPHNFB
(8): Labor Share in nonfarm business sector FRED (BLS), PRS85006173
(9): Net Business formation Lewis and Winkler (2017)
(10): Personal Consumption Expenditure FRED (BEA), PCND, PCDG, PCESV
(11): Gross Private Domestic Investment FRED (BEA), GPDI
(12): Civilian Noninstitutional Population FRED (BLS), CNP16OV
(13): Gross Domestic Product: Implicit Price De�ator FRED (BEA), GDPDEF

Table 1: List of the data used in the VAR model. FRED: Federal Reserve Economic Data, BEA:
Bureau of Economic Analysis, BLS: Bureau of Labor Statistics.

.

The series used in the estimation of the VAR model are constructed as follows. The se-
ries of real GDP is given by (1)/(12), of real wages by (2), of real pro�ts by (3)/((12)x(13)) ,
of total hours worked by (4)/(12), of unemployment rate by (5), of vacancies by the compos-
ite helped-wanted index (6) in Barnichon (2010), of annualized in�ation rate by � log(10)x400, of
labor productivity by (7), of labor share by (8), of �rm entry by the index of net business forma-
tion in the BEA�s Survey of Current Business as in Lewis and Winkler (2017),1 of consumption by
((10.PCND)+(10.PCESV))/(12), and investment in physical capital by ((10.PCDG)+(10.GPDI))/(12).
All series are considered in annual terms and, for those in levels, in per capita. Series are taken in
logs and detrended using the one-sided Hodrick-Prescott �lter.

1.4 Robustness checks

In this section, we report the estimated impulse responses for di¤erent speci�cations of the VAR
model. For comparison, we plot the responses of the various speci�cations along with the ones of

1We thank Vivien Lewis for sharing with us the data.

2



Figure 1: Dynamic responses (68% coverage percentile) to structural shocks in the VAR: benchmark
speci�cation in gray areas, with sample period 1960:q1-2008q2 in black-dashed lines, and with
sample data 1985q1-2008q2 in black-dotted lines.

the benchmark VAR model introduced in the main text. In the benchmark VAR, all series, but the
in�ation rate, are taken in logs and detrended using the one-sided Hodrick-Prescott �lter, whilst
the sample period spans from 1960:Q1 to 2016:Q2.

First, we estimate the same VAR model as the benchmark, but considering two di¤erent sample
periods. Speci�cally, we take observations of the series for the intervals 1960:Q1 to 2008:Q2 and
1985:Q1 to 2008:Q2. The former excludes from the sample the period of the Great Recession and
that of the following recovery, whilst the latter excludes both the Great Recession and years before
the beginning of the Great Moderation. The two additional sub-samples allow to compare the
dynamics in the VAR during periods of di¤erent uncertainty. At the two extreme, we consider the
sample of the benchmark speci�cation, that being the longest includes periods of both espansion
and recession for the U.S. economy, and the sub-sample between 1985:Q1 to 2008:Q2, that instead
includes only relatively traquil times. Figures 1-2 show the impulse responses for all three VAR
speci�cations to technology shocks, markups shocks, workers�bargaining power. At the �rst glance,
the 68% credible intervals of the dynamic responses to all shocks are similar across the di¤erent
VAR models. As the pattern of the variables whose responses are left unconstrained is basically
preserved from considering di¤erent sample periods, this further validates our identi�cation strategy
for the structural shocks. Similar responses are especially obtained for those VAR speci�cations
for with the longest sample periods. For the VAR only considering tranquil times, namely the
one whose dataset excludes both the Great Moderation and the Great Recession, there is higher
uncertainty in the impact response for some variables that left unconstrained, e.g. total hours to
technology shocks and consumption to workers�bargaining power shocks. Yet, after few periods,
also for those variables the response is consistent across all three VAR speci�cations.

Second, we estimate a VAR model over the sample period of the benchmark speci�cation, but
transforming the original series of the variables by taking the two-sided Hodrick-Prescott �lter,
instead of the one-sided one. The responses of log-deviations of the variables from their trend are
plotted in Figures 3-4. Still for this case, the empirical pattern is shown to be una¤ected from the
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Figure 2: Dynamic responses (68% coverage percentile) to structural shocks in the VAR: benchmark
speci�cation in gray areas, with sample period 1960:q1-2008q2 in black-dashed lines, and with
sample data 1985q1-2008q2 in black-dotted lines.

transformation of the series.
Third, we estimate a VAR model over the sample period of the benchmark speci�cation, but

taking the data in levels, i.e. the natural logarithms of the original series. For this estimation,
we deal with the trend in the series by adding a linear trend and a quadratic trend, respectively.
Figures 5-6 compare the responses of the benchmark VAR with the responses of the VAR with
series in log-levels and respectively, a linear trend term and both a linear and quadratic trend
terms. For both cases, the responses at the impact are consistent with the benchmark VAR for
all shocks. Yet, the responses for the data in levels is less precisely estimated than of the data in
deviations from the trend, as the larger credible intervals for the former show. For most of the
variables, however, the higher uncertainty in the estimates arises only after some periods. Overall,
the comparison between the impulse responses supports our choice of the VAR with detrended data
as the benchmark.

2 DSGE estimation

2.1 Impulse response matching

This section spells out the details of the Bayesian minimum distance estimator we use in our
analysis. We strictly follow the approach proposed by Christiano et al. (2010).

Consider a DSGE model. Let  be the vector of the impulse responses, while �0 and �0 be
the true value of respectively,.the structural parameters and the parameters of the shocks to be
estimated. When the number of observations, T , is large, standard asymptotic theory shows thatp
T
�
 ̂ �  (�0)

�
a� N (0;W (�0; �0)). As a result, the asymptotic distribution of  ̂t can be written

in the following form:
 ̂

a� N ( t (�0) ; V (�0; �0; T )) (2)
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Figure 3: Dynamic responses (68% coverage percentile) to structural shocks in the VAR: benchmark
speci�cation in gray areas, log-deviations from the trend �ltered with 2-sided Hodrick-Prescott
approach in black-dashed lines.

Figure 4: Dynamic responses (68% coverage percentile) to structural shocks in the VAR: benchmark
speci�cation in gray areas, log-deviations from the trend �ltered with 2-sided Hodrick-Prescott
approach in black-dashed lines.
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Figure 5: Dynamic responses (68% coverage percentile) to structural shocks in the VAR: benchmark
speci�cation in gray areas, with series in log-levels and a linear trend in black-dashed lines, with
series in log-levels and a quadratic trend in black-dotted lines.

Figure 6: Dynamic responses (68% coverage percentile) to structural shocks in the VAR: benchmark
speci�cation in gray areas, with series in log-levels and a linear trend in black-dashed lines, with
series in log-levels and a quadratic trend in black-dotted lines.
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V (�0; �0; T ) �
W (�0; �0)

T
(3)

where  ̂t is treated as the data input and the value of � is chosen to minimize the distance between
 (�0) and  ̂. The approximate likelihood of the data,  ̂, is therefore de�ned as a function of �:

f
�
 ̂j�
�
=

�
1

2�

�N=2
V (�0; �0; T )

�1=2 � exp
�
�1
2

�
 ̂t �  t (�0)

�0
V (�0; �0; T )

�1
�
 ̂t �  t (�0)

��
(4)

where N denotes the number of elements in  ̂ and V (�0; �0; T ) is treated as a �xed value. In
particular, the weight matrix depends on the second moments of the VAR model-based impulse
response functions in each period. The wider the posterior distribution of the empirical impulse
responses, the less weight is given to the corresponding observation. As the function f is de�ned
as the likelihood of  ̂, it follows that the Bayesian posterior distribution of � conditional on  ̂ and
V (�0; �0; T ) can be written as

f
�
�j ̂
�
=
f
�
 ̂j�
�
p (�)

f
�
 ̂
� (5)

where p (�) denotes the priors on � and f
�
 ̂
�
is the marginal density of  ̂. Since the denominator

of (5) is only a function of  ̂, the mode of the posterior distribution of � is computed by maximizing
the value of the numerator of (5).

2.2 List of Equations in the ESAM model
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Description Equations
1) Marginal utility of consumption �t = (Ct � #Ct�1)�� � #�Et

�
(Ct+1 � #Ct)��

�
,

2) Euler equation �t = �Et [�t+1(1 + rt)],

3) Euler equation for incumbent �rm Vt = � (1� �)Et
h
�t+1
�t
(Vt+1 + �t+1)

i
,

4) Euler equation for entrant �rm  t = � (1� �)Et
h
�t+1
�t

�
Vt+1 + �

new
t+1

�i
,

5) Euler equation for capital qIt = �Et

h
�t+1
�t

�
rKt+1 + q

I
t+1 (1� �K)

�i
,

6) Euler equation for investments

1 = qIt

 
1��I

2

�
Ikt
Ikt�1

�1
�2
��I

�
Ikt
Ikt�1

�1
�

Ikt
Ikt�1

!

+�Et

"
�t+1
�t
qIt+1�I

�
Ikt+1
Ikt
�1
��

Ikt+1
Ikt

�2# ,

7) Law of motion of capital Kt = (1� �K)Kt�1 +

"
1� �I

2

�
Ikt
Ikt�1

� 1
�2#

It,

8) Firm entry costs  t= 0 +  1

�
Ne
t
Nt

�&
,

9) Capital demand rKt = � At
�Mt

�
Lt
Kt�1

�1��
,

10) Law of motion of �rms Nt+1 = (1� �t) (Nt +N e
t ),

11) Law of motion of employment Lt = (1� �) %Lt�1 + qtvtott ,
12) Production function Yt = AtH

1��
t K�

t�1,

13) Wage schedule wtht =
�t (1� �)

�
At
�Mt

��
Kt�1
Lt

��
ht

+(1� �t)
�
�
�t

h1+'t
1+' +b

�
+ �t��Et

h
�t+1
�t
�t+1

i ,
14) Individual hours schedule �

�t
h't = (1� �)

2
�
At
�Mt

��
Kt�1
Lt

��
,

15) Job creation condition �
qt
=

(1� �)
�
At
�Mt

��
Kt�1
Lt

��
ht � wtht

+(1� �) %�Et
h
�t+1
�t

�
qt+1

i ,

16) Vacancy for �rst period producing �rm vnewt = Lt
qtNt

,
17) Aggregate vacancies vtott = (1� �)Nt�1vt + (1� �)N e

t�1v
new
t ,

18) Pro�t of incumbent �rm �t =
Yt
Nt
� wt HtNt � r

K
t
Kt�1
Nt

� �
qt

�
Lt
Nt
�%Lt�1Nt�1

�
,

19) Aggregate pro�ts PROt = (1� �)Nt�1�t + (1� �)N e
t�1�

new
t ,

20) Resource constraint Ct +  tN
e
t + I

k
t = wtHt + r

k
tKt�1 + PROt,

21) Market clearing condition Yt = Ct +  tN
e
t + I

k
t + �v

tot
t = GDPt + �v

tot
t ,

22) Total hours Ht = htLt,

23) Labor market tightness �t =
vtott
ut
,

24) Probability of �lling a vacancy qt = 
m�
�

t ,

25) Probability of �nding a job zt = 
m�
1�

t ,

26) Labor productivity Yt
Ht
,

27) Labor share wtHt
GDPt

,
28) Pro�t share Ft

GDPt
,

29) Unemployment rate Ut = 1�Nt,

Table 2: System of non-linear equations
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2.2.1 Exogenous processes

Description Equations

Technology shock ln
�
At
A

�
= �a ln

�
At�1
A

�
+ �a�a;t,

markup shock ln
�
"t
"

�
= �" ln

� "t�1
"

�
� �"�";t,

Bargaining power shock ln
�
�t
�

�
= �� ln

�
�t�1
�

�
� ����;t,

Table 3: Exogenous processes common to all DSGE models

2.2.2 Price markup in DSGE speci�cations

Model Equations
ESAM, SAM �Mt = "t

"t�1
BESAM �Bt =

"t(Nt�1)+1
("t�1)(Nt�1)

CESAM �Ct =
"tNt

("t�1)(Nt�1)

NK-SAM

�NK�SAMt = "t
("t�1)�SAM1 +�SAM2

�SAM1 � 1� �P
2 (�t � 1)

2 ;

�SAM2 � �P (�t � 1)�t � � (1� �)Et
h
�t+1
�t
�P (�t+1 � 1)�t+1

Yt+1
Yt

i
;

NK-SAM

�NK�ESAMt = "t
("t�1)�ESAM1 +�ESAM2

�ESAM1 � 1� �P
2 (�t � 1)

2 ;

�ESAM2 � �P (�t � 1)�t � � (1� �)Et
h
�t+1
�t
�P (�t+1 � 1)�t+1

Nt+1
Nt

Yt+1
Yt

i
;

NK-BESAM

�NK�BESAMt = ("t(Nt�1)+1)=Nt
("t�1)�BESAM1 +�BESAM2

�BESAM1 �
�
Nt�1
Nt

�
� �P

2 (�t � 1)
2 + �P

2
(�t�1)2
Nt

;

�BESAM2 � �P (�t � 1)�t � � (1� �)Et
h
�t+1
�t
�P (�t+1 � 1)�t+1

Nt+1
Nt

Yt+1
Yt

i
Table 4: Price mark-up in di¤erent DSGE models
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2.3 Impulse responses for BESAM and NK-BESAM

Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: ESAM (black-solid lines) versus BESAM (green dashed-lines).

Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: ESAM (black-solid lines) versus BESAM (green dashed-lines). For PRO (pro�ts): VAR

responses on the left y-axis, DSGE responses on the right y-axis.
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Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: NK-ESAM (black-solid lines) versus NK-BESAM (green dotted-lines).

Dynamic responses (68% percentile coverage) to structural shocks in VAR (gray area) and in
DSGE: NK-ESAM (black-solid lines) versus NK-BESAM (green dotted-lines). For PRO (pro�ts):

VAR responses on the left y-axis, DSGE responses on the right y-axis.
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