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Quantitative Easing and Exuberance in Stock Markets:
Evidence from the euro area ∗

Tom Hudepohl† Ryan van Lamoen‡ Nander de Vette§

November 28, 2019

Abstract
In response to a prolonged period of low inflation, the European Central Bank (ECB) in-
troduced Quantitative Easing (QE) in an attempt to steer inflation to its target of below,
but close to, 2% in the medium term. This paper examines whether QE contributes to exu-
berance in euro area stock markets by using recent advances in bubble detection techniques
(the GSADF-test). We do so by linking price developments in 10 euro area stock markets to
a series of country specific macro fundamentals and QE. The results indicate that periods of
QE coincide with exuberant investor behaviour, even after controlling for improving macro
fundamentals.

JEL codes: G12; G15; E52; E58
Key Words: exuberance, asset price bubbles, unconventional monetary policy, quantitative
easing

1 Introduction
In response to a prolonged period of low inflation in recent years, central banks introduced
unconventional monetary policy measures (UMP) in an attempt to steer inflation to target. As
a result, the US Federal Reserve, European Central Bank, Bank of Japan and Bank of England
bought over $13 trillion worth of financial assets over the past decade, representing between 18
and 102% of their respective total GDP.1 While these measures - known as Quantitative Easing
(QE) - are generally deemed a success, they are not without controversy. Implementing QE has
led to concerns, especially about the risk of creating asset pricing bubbles.2 The bulk of this
critique focuses on the nature of the asset purchases. By directly intervening in financial markets

∗We are grateful to Maurice Bun, Gabriele Galati, Jakob de Haan, Aerdt Houben, Jan Kakes, David Rijsbergen,
René Rollingswier and seminar participants in the DNB Research seminar for comments and suggestions. Views
expressed in this paper are our own and do not necessarily reflect those of De Nederlandsche Bank.

†De Nederlandsche Bank, T.S.M.Hudepohl@dnb.nl, tel. +31 20 524 3250
‡Amsterdam Business School, Faculty of Economics and Business, University of Amsterdam, Plantage Muider-

gracht 12, 1018 TV Amsterdam, The Netherlands; Quant Professionals B.V., Paardenbloemsingel 61, 3452 BT,
Utrecht, The Netherlands. r.c.r.vanlamoen@uva.nl

§De Nederlandsche Bank, N.j.de.vette@dnb.nl, tel. +31 20 524 5730
1This reflects the combined Federal Reserve, ECB, Bank of Japan and Bank of England purchases till July

2019. The total central bank asset purchases account for 18.1%, 40%, 102.3% and 22.8% of GDP for the Fed,
ECB, BOJ and BoE respectively.

2See for instance Knot (2015, 2019) and Weidmann (2015). They mention the risk of asset pricing bubbles as
a downside to the ultra-loose monetary policy conducted by the ECB.
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these purchases do not only lower the expected return on targeted safe assets, but also fuel a
search for yield, pushing investors into other asset classes with a higher expected return. This
phenomenon is well described in the academic literature and is known as the portfolio rebalancing
channel of QE (see e.g. Albertazzi et al., 2018; Koijen et al., 2017). Although a lower price of risk
is one of the intended effects of QE, it also increases the probability of overheating and inflating
asset price bubbles, i.e. cause asset prices that no longer reflect their fundamental value (see e.g.
Chen et al., 2016; De Haan and Van den End, 2018). Asset bubbles can have detrimental effects
on the financial system. At the root-cause of the credit crisis were asset valuations that were
misaligned with the true risks of the asset (see Diamond and Rajan, 2009). Therefore, monitoring
the buildup of new asset bubbles is key to maintaining a healthy financial system. Moreover,
newly formed bubbles can give rise to future systemic financial crises when left unchecked by
regulators (see e.g. Brunnermeier et al., 2019).

While there is a burgeoning literature on the effect of QE measures in the euro area, little
is known about the effect of QE on the potential of bubble formation financial assets. Leading
studies primarily focus on the effect of UMP measures by analyzing the response of financial
market assets to policy announcements. From this literature, we know that UMP measures
have been effective in lowering yields on targeted assets, such as US bonds (Krishnamurthy and
Vissing-Jorgensen, 2011; Gagnon et al., 2011), and led to higher stock prices in the US (Rosa
(2012)), the euro area (Haitsma et al., 2016) and emerging markets (Tillmann, 2016; Chen et al.,
2016; Fratzscher et al., 2017). However, there have been no studies that establish whether QE
coincides with the formation of asset bubbles, i.e. valuations that deviate from their fundamental
value, in the euro area stock markets. This gap in the literature relates to challenges in empirically
detecting the buildup in asset pricing bubbles in stock markets.

We use recent advances in bubble detecting techniques to test whether periods of active
QE-programmes coincide with exuberant behaviour on stock markets. We specifically look at
stock markets as the search for yield makes risky assets (such as equities) more vulnerable for
overvaluation.3 In an environment with QE, risky assets become an attractive investment in
comparison with the alternative of low, or even negative yielding safe assets. This mechanism
drives investors into more risky assets, thereby artificially suppressing risk premia. In turn the
mechanism might lead to valuations that lie above their fundamental value (i.e. do not represent
their true value).

Our approach consists of two steps. First, we use a relatively new method to detect (sta-
tistical) exuberance introduced by Phillips et al. (2015).4 The statistical test - known as the
Generalized Sup Augmented Dickey Fuller (GSADF) - distinguishes between a unit root process
and a stochastic process with explosive (price) behaviour (i.e. more than proportionally increas-
ing over time). The GSADF test is a statistical measure that establishes when the dynamics of
price increases follow an explosive pattern, i.e. it looks at rates of change and not at the price
level as such.5 We use the test to detect bubbles in their inflationary stage, as the asset price is
explosive when a bubble is present (see Phillips et al., 2015). The method enables us to robustly
test for the build up of a bubble (exuberance) in a time-series with multiple bubbles. This is
important since conventional tests (i.e. standard unit root and cointegration tests) are not able
to detect periodically collapsing bubbles, which are present in most time-series of asset prices

3Moreover, it is not only important to analyze the effect of monetary policy on directly targeted markets, but
also the (side) effects on other financial markets.The Association for Financial Markets in Europe (AFME, 2015)
points out that European equity markets played an important role in helping damaged economies to recover from
the financial crisis. Companies in ‘peripheral’ European countries raised more than e 30 billion during the first
half of 2014.

4Asset pricing bubble, explosive behaviour and exuberance will be used interchangeably throughout the paper.
5This means that the method is less suitable to signal the continued existence of a bubble when it is no longer

increasing.
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(see Evans, 1991).
Second, we relate the buildup of a bubble to (macro) fundamentals that might drive the

explosive increase in equity valuations. From basic finance theory we know that such key de-
terminants of equity value consist of a firm's investment opportunities with an expected rate of
return higher than the cost of capital (Fama, 1981). Against this background, we control for the
changes in macro variables that reflect business conditions such as GDP, industrial production,
unemployment, long-term interest rates, the slope of the yield curve, credit to the non-financial
sector and the shadow short rate (SSR).6,7 In addition, we use the Shiller P/E ratio to reflect
equity valuations. By doing so, we relate the price of a stock index to its real average earnings
over the past decade (see Campbell and Shiller (2005) and Santa-Clara and Valkanov (2003)).
Thereby, we correct for the cyclical component in earnings yield.

We first hypothesize that there are periods of exuberant behaviour in euro area stock markets.
We test for a unit root in the Shiller P/E ratio for 10 euro area equity markets with the GSADF
statistic. The results indicate significant exuberance in the stock markets of Belgium, Finland,
Ireland, Italy and The Netherlands during the implementation of QE, indicating that periods of
QE coincide with exuberance.

Second, we hypothesize that QE increases the probability of exuberant investor behaviour in
the euro area. We test this hypothesis by introducing a time response function for QE to our
main model specifications. The results suggest that QE significantly contributes to exuberant
behaviour in the euro area, especially around the announcement of QE (January 2015) and the
start of the Extended Asset Purchase Programme (EAPP, March 2015).8 However, the time
response function also shows that the effect of QE is temporary. Besides the significant impact
of QE on the probability of exuberance, we also find that higher GDP growth and a higher SSR
contribute to a higher likelihood of (statistically) exuberant investors, though the relation with
the shadow short rate seems to be driven by the crisis period (2008-2009) in our sample.

Our third, and final hypothesis, states that periods of exuberance have a tendency to persist.
We test the hypothesis by introducing a dynamic probit model which allows us to test the
persistence of asset pricing bubbles over time. The results indicate there is a high probability of
exuberant price behaviour in future periods when exuberance exists in the current period. This
finding is in line with literature describing persistence in equity returns (see Chou, 1988 and
Campbell, 1990).

Against the backdrop of the restart of net asset purchases by the ECB in November 2019,
our findings are relevant for two reasons. First, the announcement and implementation of new
purchases requires increased vigilance and close monitoring of the side-effects on equity markets.
Second, the results have implications for monetary policy normalization, in particular to avoid
adverse effects on financial markets. As the announcement of QE in January 2015 led to exu-
berance in stock prices, it also asks for a careful communication strategy regarding the end of
net asset purchases and phasing out the reinvestment of maturing bonds.

This paper contributes to the existing literature in several ways. First, we focus on equity
markets in the euro area, whereas previous literature has only considered other jurisdictions.

6See for GDP Fama (1981); for industrial production Fama (1981); Humpe and Macmillan (2009); Chen et al.
(1986); Cheung and Ng (1998); McMillan et al. (2001); for unemployment Asprem (1989); Boyd et al. (2005), for
long term interest rates Rapach et al. (2005); for the slope of the yield curve Estrella and Hardouvelis (1991);
Ang et al. (2006); for credit to the non-financial sector Jordà et al. (2013); Jordà et al. (2015) and Claus et al.
(2018) for the shadow short rate.

7The shadow rate measures the stance of the monetary policy when the conventional monetary policy instru-
ment (the policy rate) is at the zero lower bound (ZLB). In that way it tries to approximate the impact of QE
on financial conditions, i.e. what the short rate would be when there is no QE.

8The EAPP comprises: the third Covered Bond Purchase Programme (CBPP3, since October 2014), the Asset-
Backed Securities Purchase Programme (ABSPP, since November 2014), the Public Sector Purchase Programme
(PSPP, since March 2015) and the Corporate Sector Purchase Programme (CSPP, since June 2016).
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Huston and Spencer (2018) find that US stock prices and house prices have increased above their
fundamental value as a side effect of QE, but they find no evidence of exuberance in the stock
and housing market price dynamics.9 Other papers examine the effect of QE on equity markets,
but do not relate the effect to exuberance (see Chen et al., 2016; Haitsma et al., 2016; Hattori
et al., 2016; Claus et al., 2018; Al-Jassar and Moosa, 2019).

Second, some studies use a similar approach and investigate asset classes that are directly
targeted by the purchase programmes (e.g. Van Lamoen et al. (2017)), whereas we study the
effect on an asset class that is not directly targeted. The paper is therefore related to Borio and
Zhu (2012), who introduce the risk taking channel of QE as the impact of monetary policy on the
willingness of market participants to take risk, which influences economic decisions in the real
economy. Bekaert et al. (2013) also relate monetary policy to the stock market and find a close
relation between Fed interest rate cuts and perceived risk in US equity markets. In a similar
fashion, Hattori et al. (2016) report a significant decrease in the perception of crash risk in US
equities surrounding Fed QE announcements, resulting in higher valuations, and lower volatility.

Third, we contribute to the growing body of literature that uses the GSADF test to identify
asset pricing bubbles in a wide range of financial assets.10 So far, studies primarily focus on the
response of asset prices to key policy announcements (cf. Krishnamurthy and Vissing-Jorgensen,
2011; Altavilla et al., 2015; Hattori et al., 2016) and do not examine whether investors exhibit
exuberance surrounding the announcement of QE.

Last, we shed light on bubble dynamics by examining the likelihood that exuberant price
behaviour persists in future periods, which has not been done in this context before.

The paper is structured as follows. Section 2 outlines the data and the two parts of the
methodology; the bubble identification procedure and the explanatory analysis to the drivers of
the exuberance. Section 3 provides an overview of the results of both parts of the analysis and
Section 4 concludes.

2 Data and Methodology
2.1 Data
We focus on stock price dynamics in 10 core euro area countries: Austria, Belgium, Finland,
France, Germany, Ireland, Italy, Portugal, Spain and the Netherlands, over the period January
1996 − May 2018.

For each country, we extract the MSCI country index from Bloomberg.11 Using MSCI indices
has two advantages. First, MSCI country indices are broader and more stable than other country
indices such as the AEX (i.e. they have a broader coverage without frequent changes in their
composition).12 Second, the MSCI indices are available over a longer period than the national
indices (our Bloomberg data on prices and earnings from MSCI-indices start from January 1996).

9A deviation from the fundamental value and exuberance have a different meaning in this paper. A deviation
from the fundamental value refers to the level of a variable, whereas exuberance refers to an explosive change in
the variable (1st difference).

10For housing prices see Afsar and Dogan, 2018; Engsted et al., 2016; Pavlidis et al., 2019; Fausch and Sigonius,
2018; Pavlidis et al., 2016; Huang and Shen, 2017; for REIT indices see Escobari and Jafarinejad (2016); alternative
energy stock market see Bohl et al. (2015); for oil prices see Caspi et al., 2018; Pavlidis et al., 2013; Sharma and
Escobari, 2018; Su et al., 2018 for exchange rates see Bettendorf and Chen, 2013; Jiang et al., 2015; Hu and Oxley,
2017; for the Bitcoin see Cheung et al., 2015; Corbet et al., 2018 and for precious metals (gold, silver, platinum
and palladium) see Figuerola-Ferretti and McCrorie (2016).

11More information on these indices can be found on https://www.msci.com/countries-heat-map. Note that
the indices reflect the market capitalization of the different stocks. Therefore, the composition of the indices
differs per country (e.g. financials have a bigger share in Italy than in the Netherlands).

12See StarCapital Research (2016), Predicting Stock Market Returns Using the Shiller CAPE.
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If we would merely test the stock price on exuberant behavior, the GSADF test could falsely
identify a bubble when an increase in price is justified by improving fundamentals (i.e. make a
type I error). We therefore use a widely accepted and used measure in finance as an indicator of
over-/undervaluation: the Cyclically Adjusted Price Earnings (CAPE) ratio, also known as the
Shiller P/E ratio (after Robert Shiller).13,14 This P/E ratio is corrected for business cycles and
inflation (for which an average period of 10 years is typically considered to be appropriate). The
resulting measure is a more stable and reliable measure of equity valuations as the more volatile
and cyclical components of earnings and inflation are filtered out (see e.g. Campbell and Shiller,
1988; Shiller, 2000; Taboga, 2011).

We use monthly data to calculate the CAPE. The dataset contains the price of the national
MSCI index, combined with the earnings per share and inflation data (HICP). On the basis of
these values, the CAPE ratio follows from dividing the real price by the average real earnings
(over a rolling window of 10 years historical data). What follows from the calculations is the
P/E ratio which is corrected for inflation and cyclical movements, where earnings capture the
fundamentals of a stock price.

The resulting time series of CAPE ratios are depicted in Figure 3 along with their descriptive
statistics in Table 1. There are substantial differences between euro area countries. First, Spain
shows the highest value for the CAPE index at the end of our observation period, followed by
Austria and Italy. This reflects the stalled recovery in asset prices in the years after the financial
crisis. Especially Spain experienced a rapidly increasing equity market during the end of our
sample period, whilst the country also experienced a deep recession - with negative real earnings
- in the years after the financial crisis and during the sovereign debt crisis. Moreover, the figure
shows that the divergence between the CAPE ratios has become wider post financial crisis. This
greater divergence is a result of the impact of the financial crisis on the various economies and
stock markets. For instance, where Spains stock market has recovered a large part of the loss
suffered after the financial crisis, Portuguese stocks are still trading well below this level.

2.2 Explanatory variables of stock price bubbles
To the best of our knowledge, there is no literature that explicitly establishes whether QE, in
combination with macroeconomic and financial variables, coincides with (statistical) exuberance
in stock markets. Furthermore, there is no previous literature that includes an exhaustive list
of relevant macroeconomic drivers of exuberance in equity prices. However, there is literature
that explicitly links macroeconomic variables to movements in stock prices. To identify possi-
ble macroeconomic drivers that increase the probability of (statistical) exuberant behaviour we
therefore use those that are proven to be significantly related to equity price movements.

The growth rate of industrial production is expected to be positively related to stock prices.
Growing production can reflect more demand, and has the potential to drive up (expected) cash
flows and thus equity prices (cf. Fama, 1981; Chen et al., 2016; Cheung and Ng, 1998; McMillan
et al., 2001; Humpe and Macmillan, 2009). In a similar fashion, Fama (1981) finds a positive
relation between GDP growth and stock prices. Asprem (1989) reports that the unemployment
rate is an indicator of economic growth and consequently tells us something about the equity
market. Boyd et al. (2005) show an ambiguous relation between the unemployment rate and stock
prices; the effect changes sign depending on the state of the economy but proves to be significant.
Moreover, Rapach et al. (2005) find that long term interest rates also reflect expectations about
future growth as investors price expected short term rates over a longer horizon, and thereby

13”Robert Shillers cyclically adjusted price-earnings ratio, or CAPE ratio, has served as one of the best fore-
casting models for long-term future stock returns” (Siegel, 2016, p.41).

14See also the website http://www.econ.yale.edu/˜shiller/.
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Table 1: Descriptive statistics MSCI and Shiller P/E (DECEMBER 2005-MAY 2018)

MSCI Index Obs. Mean Std. dev. Min. Max.
Austria 150 120.22 17.84 68.87 170.19
Belgium 150 77.96 24.89 32.32 109.70
Finland 150 108.67 29.73 61.04 195.91
France 150 120.52 22.20 72.32 161.39
Germany 150 116.64 24.42 61.52 163.30
Ireland 150 48.43 28.95 20.16 124.76
Italy 150 68.01 23.77 39.18 126.67
Portugal 150 61.99 23.56 35.00 123.86
Spain 150 117.58 23.11 66.24 180.15
Netherlands 150 97.28 24.84 48.97 148.32
Shiller P/E
Austria 150 19.04 5.09 13.44 31.14
Belgium 150 14.67 6.04 4.73 27.67
Finland 150 16.41 5.71 7.80 28.58
France 150 18.78 5.77 11.64 33.26
Germany 150 19.69 4.41 11.48 30.81
Ireland 150 11.94 7.07 3.45 29.69
Italy 150 13.38 5.80 6.07 28.02
Portugal 150 12.36 4.14 7.31 23.28
Spain 150 20.74 9.94 6.24 45.29
Netherlands 150 16.85 4.84 7.69 28.04

Note: Table 1 shows the Shiller P/E ratio calculated as the real price divided by the average real earnings over
a period of ten years for all the countries in the sample. December 2005 is the first moment the Shiller P/E
is available due to the computation of the 10 year average earnings. Calculations are based on MSCI country
indices for Austria, Belgium, Finland, France, Germany, Ireland, Italy, Portugal, Spain and The Netherlands.
Inflation data is provided by Eurostat and extracted from Bloomberg. We use backward looking earnings data
from Bloomberg on the country specific MSCI indices. Monthly inflation data is interpolated from quarterly data
when unavailable. Source: Authors calculations, Bloomberg, Eurostat
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Figure 1: Shiller P/E ratio calculated for MSCI indices in the sample

2006 2008 2010 2012 2014 2016 2018

Year

0

10

20

30

40

50

S
h
il

le
r 

P
/EQE

Austria

Belgium

Finland

France

Germany

Ireland

Italy

Portugal

Spain

The Netherlands

Note: Figure 1 shows the Shiller P/E ratio calculated as the real price divided by the average real earnings over
a period of ten years for all the countries in the sample. Calculations are based on MSCI country indices for
Austria, Belgium, Finland, France, Germany, Ireland, Italy, Portugal, Spain and The Netherlands. Inflation
data is provided by Eurostat and extracted from Bloomberg. We use backward looking earnings data from
Bloomberg on the country specific MSCI indices. Monthly inflation data is interpolated from quarterly data
when unavailable. Source: Authors calculations, Bloomberg, Eurostat

have to make an assessment on future inflation. In addition to nominal rates, the slope of the
yield curve is considered as a predictor of economic growth. In times of low economic growth an
upward sloping yield curve signals adverse conditions in current periods, but improved conditions
in the near future. The opposite applies for an inverted yield curve (Estrella and Hardouvelis,
1991; Ang et al., 2006). Multiple other studies find a positive relation between credit growth to
non-financial institutions and booms followed by busts (e.g. Jordà et al., 2015).

Table 2 gives an overview of the macro variables included in our panel, along with the sign of
the relation with equity prices and the expected sign of the relation with the formation of stock
market bubbles. We use the 10-year government bond yield as a proxy for bond rates in general,
as interest rates on government debt stand out in terms of predictive ability across countries
(cf. Rapach et al., 2005). Furthermore, the 10 year maturity is often used in academic studies
(see De Haan and Van den End, 2018). In addition, the shadow short rate (SSR) is used in
order to capture the relation between finding stock market exuberance and short-term interest
rates. Although the EONIA index can also be used to this extent (see e.g. Van Lamoen et al.,
2017), it has been trading flat for quite some period of time as a result of the effective lower
bound. The SSR tries to approximate what the short-term interest rate would have been, if
there was no effective lower bound. SSRs are used as indicator of the stance of monetary policy
in unconventional as well as conventional environments (see Krippner, 2012, 2013, 2015, 2016;
Bullard et al., 2013; Wu and Xia, 2016).15 As for longer term interest rates, the expected relation
with stock prices is negative. However, the relation with bubble formation is not so clear. On the

15Krippner (2016) points to two issues when using SSRs. First, negative values of SSRs do not represent interest
rates at which economic agents can transact. Therefore, the levels and changes in SSRs when they are negative
should not necessarily be expected to influence the economy in the same way as policy rate levels and changes
in conventional policy periods. Second, there is variation in the magnitude and profile of SSR estimates within
unconventional periods, depending on the model. Sometimes the variation is substantial.
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one hand, one would expect a negative relation (leaning against the wind to deflate a bubble),
but on the other hand an increase in the short term interest rate could even lead to an increase
in the bubble component of a stock price (in contrast to the fundamental component) (Gaĺı, 2014
cf. the bubble model of Scherbina and Schlusche, 2014).

In addition to these macroeconomic variables, we add two indicators of financial markets,
namely trading volume in a particular stock and volatility of the stock price. Literature reports
a positive effect of both variables on stock prices (see Scheinkman and Xiong, 2003; Albertazzi
et al., 2018). Hong and Stein (2007) argue that trading volume appears to be an indicator of
sentiment: returns tend to be lower when a stock has a higher trading volume. There is also
evidence these variables relate to asset price bubbles. Although very different in methodology
than this paper, Narayan et al. (2013) find that trading volumes and share price volatility have
statistically significant effects on asset price bubbles. We incorporate these variables as the
logarithm to address skewness issues that arise when taking the unadjusted data. The volatility
is measured as the 30-day rolling window standard deviation of the equity return. Note, we do
not include the consumer price index (HICP, monthly change) as explanatory variable. Although
it is expected to be negatively related to stock prices (e.g. Asprem, 1989; Cohn and Lessard,
1981; Campbell and Vuolteenaho, 2004), we already use real stock prices and real earnings, so we
do no longer have to correct for the effect of inflation on bubble formation in addition to these
corrections. Table 3 depicts some basic characteristics of the explanatory variables included in
the panel data.
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Table 3: DESCRIPTIVE STATISTICS PANEL DATA (NOVEMBER 2007-MAY 2018)

Obs. Mean Std. dev. Min. Max.

10Y yield 1270 2.87 2.07 -0.13 15.67
Log volatility 1270 2.96 0.46 1.72 4.71
Log volume 1270 21.70 1.95 17.90 26.42
Change in unempl. rate 1260 0.01 0.19 -0.80 1.10
Change in indust. prod. 1260 0.04 3.19 -22.60 33.20
Real GDP growth 1260 1.02 3.53 -9.50 27.60
Growth in credit to non-financial sector 1260 0.30 2.54 -15.40 30.90
Shadow short rate 1270 -1.44 2.89 -7.68 4.41

Note: Table 3 gives the descriptive statistics for the explanatory variables in Model (1) - Model (8) over the sample
period November 2007-May 2008. 10Y yield is the average yield over the 10 countries in the panel (Austria, The
Netherlands, Belgium, Italy, France, Germany, Spain, Portugal, Finland and Ireland). N=1260. Log volatility is
the logarithm of the trading volatility, Log volume is the logarithm of the daily trading volume for the respective
country MSCI indices. The change in unemployment and industrial production reflects the monthly change in the
variables on country level. Real GDP growth and the growth in credit to the non-financial sector are the growth
rates in both indicators. The shadow short rate reflects the SSR for the euro area as calculated by Krippner, the
data is obtained from the Reserve Bank of New Zealand. Credit growth to the non-financial sector is obtained
from the BIS. For credit growth and GDP the monthly growth is interpolated from quarterly data using a linear
interpolation method. Source: Authors calculations, BIS, Bloomberg, Reserve Bank of New Zealand.

2.3 Identifying asset bubbles: The GSADF procedure
If investors are fully rational and have access to all relevant information, the ratio between the
prices and average earnings would be approximately at a constant level, i.e. the stock price
should relate to the (expected) earnings and would only deviate due to a random unexplained
component. However, when the real price increases substantially faster than the fundamentals
(i.e. average real earnings), the CAPE ratio we use would increase and - if it does so in an
explosive manner - the GSADF test would detect exuberant price behaviour.

The GSADF procedure is developed by Phillips et al. (2015) and examines to which extent the
corrected price series exhibits explosive behaviour. The test is based on the Augmented Dickey-
Fuller (ADF) unit root test, but distinguishes a unit root from explosive price behaviour (instead
of a unit root versus stationarity of a time series based on conventional ADF tests). Moreover,
the GSADF procedure applies the ADF test recursively by dividing the full observation period
in smaller time windows. This is done to overcome the risk of underestimating bubbles in
periodically collapsing time series (i.e. making a type II error)(Evans (1991)).

We make use of basic asset pricing principles, where the pricing formula for a stock is often
used as a starting point to identify bubbles (Phillips et al., 2015). The price of a stock is given
by:

Pt =
∞∑
i=0

1
1 + rf

i

Et(Dt+i + Ut+i) +Bt (1)

where Pt is the price of the asset, Dt is the payoff received from the asset (i.e. dividend), rf
is the risk-free interest rate, Ut represents the unobservable fundamentals, and Bt is the bubble
component (Phillips et al., 2015, p. 1046). Bt satisfies the sub-martingale property:
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Et(Bt+1) = (1 + rf )Bt (2)

Equation 1 shows that when the bubble component is absent (i.e. Bt = 0), the degree of
(non)stationarity of the stock price is dependent on the expected dividend series and unob-
servable fundamentals. As also argued by Phillips et al. (2015), expectations for unobservable
fundamentals Ut+i are at most integrated of the first order I(1) and dividends are stationary
after differencing. Intuitively, the price of the stock would be infinite when the expectations for
the unobserved fundamental or dividend would be an explosive process. On the contrary, given
equation (2), stock prices will be explosive in the presence of bubbles. Therefore, when we find
explosive behaviour in stock prices, this may be used to infer the existence of bubbles.

In order to detect the (explosive) bubble component in asset prices it therefore makes sense
to use a statistical test for explosive behaviour (i.e. test for a unit root). As a starting point the
Augmented Dickey-Fuller test regression is:

∆yt = α̂r1,r2 + β̂r1,r2yt−1 +
k∑
i=1

Ψi
r1,r2

∆yt−1 + ε̂t (3)

where ∆yt is the corrected asset price in first differences (yt = CAPEt), r1 and r2 are
fractions of the time window to indicate the starting and ending point of a subsample, the
terms ∆yt−i are lagged dependent variables to account for autocorrelation up to k terms.16 The
time series contains a unit root under the null hypothesis H0 : πr1,r2 = 0, while an explosive
process (a characteristic of an asset price bubble) is assumed under the alternative hypothesis,
H1 : π(r1, r2) > 0. The ADF test statistic is:

ADF r2
r1

= π̂r1,r2

s.e.(π̂r1,r2) (4)

The GSADF procedure boils down to an ADF test for various time-windows with different
begin- and endpoints in the time series. In the first step the procedure identifies sub-periods of
exuberant behaviour within the entire period. This is done by the Backward Sup ADF (BSADF)
test, which fixes the end point of the data at r2 and subsequently uses the ADF test to identify an
explosive process on a backward expanding sample sequence. The GSADF procedure then uses
multiple sub periods by varying both the starting and ending point r1 and r2 (moving window
technique), since using a fixed termination window (i.e. ending point r2) would not allow us to
fully capture the buildup of exuberant price behaviour (and potential collapse afterwards). The
GSADF test is the supreme value of the BSADF statistics. Compared to alternative existing
testing procedures, the GSADF test is better able to detect explosive behaviour if multiple
bubbles exist due to the recursive estimation procedure with flexible starting and ending points
(Phillips et al. (2015)).17 The test statistics for both the BSADF and GSADF depend on the
starting point of the sample r1, the ending point of the sample r2, and the minimum time window
needed to perform the test (indicated as a fraction represented by r0):

BSADFr2(r0) = sup

r1 ∈ [0, r2 − r0]

{
ADF r2

r1

}
(5)

GSADFr2(r0) = sup

r2 ∈ [r0, 1]

{
BSADFr2(r0)

}
(6)

16ε̂t is the error term that follows a white noise process, with ε̂t N(0, σ2)
17Estimating the test regressions over the full historical observation period may lead to the result that bubbles

are not detected if multiple bubbles are present and upward and downturn movements cancel each other out.
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The GSADF statistic in equation 6 is only used to indicate exuberance over the whole time
period, but provides no information with regard to the exact timing of exuberance in sub-periods.
To identify whether prices exhibit explosive behaviour at each point in time, Phillips et al. (2015)
recommend a date-stamping strategy based on the BSADF statistic in equation (5). They
show that the backward expanding sample sequence with fixed ending points is better for real-
time monitoring purposes than a forward expanding sample sequence, because it provides more
flexibility to detect multiple bubbles.18 The calculated BSADF statistics need to be compared
with critical values to determine the timing of a bubble. The bubble starts if the BSADF statistic
exceeds the critical value and ends if the BSADF is below the critical value. This is captured by
the following two equations:

r̂e = inf

r2 ∈ [r0, 1]

{
r2 : BSADFr2(r0) > scvβτr2

}
(7)

r̂f = inf

r2 ∈ [r̂e, 1]

{
r2 : BSADFr2(r0) < scvβτr2

}
(8)

where scvβTr2
is the 100(1−βT )% critical value of the sup ADF statistic based on [Tr2 ] observations.

Equation (7) indicates the starting point of exuberant prices that deviate substantially from
fundamentals while equation (8) denotes the ending point that characterizes a situation where
prices and fundamentals become more aligned.

The implementation of the recursive testing procedure also requires the limit distributions of
the BSADF and GSADF test statistics in order to calculate critical values (see Phillips et al.,
2015, 2013). These distributions are non-standard and depend on the minimum window size.
Therefore, critical values have been obtained through Monte Carlo simulations. We calculate the
finite sample of critical values by generating 2,000 random walk processes with N(0, 1) errors.
A final remark on this test is that it signals both upward and downward exuberant behaviour,
i.e. an overreaction in terms of selling the asset could also fit the bubble criteria. Therefore, we
should always take into account the direction of the move in the underlying asset price when
interpreting the result.19

2.4 Drivers of stock price bubbles
In addition to macroeconomic drivers described in Section 2.2 and financial variables, our study
also captures time dynamics in stock price exuberance by examining its persistence over time.
When a bubble is detected in a period there may be a higher likelihood that it will persist in
the next period as well, conditional on not completely deflating in the previous period. This
information might have explanatory power for the current likelihood that stocks are exhibiting
exuberant behaviour. In order to account for such effects we use a dynamic probit model with
random effects. The dynamic model allows us to investigate the persistence of explosive behaviour
over time. In our study we use the conditional maximum likelihood estimator of Wooldridge
(2005).20 The GSADF test in combination with a dynamic probit model is also used by Huang
and Shen (2017). However, they analyze housing price dynamics in Hong Kong and drivers that
influence the likelihood of exuberance in this market.

18Furthermore, a backward expanding process is better able to detect bubbles at the end periods of the historical
data series.

19For example, a financial crisis may result in stock prices decreasing rapidly which may be captured by the
GSADF test as explosive price behaviour (but in a downward spiraling market).

20See Arulampalam and Stewart (2009) for a comparison of alternative dynamic probit estimators to deal with
the initial conditions problem.
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A panel data model is constructed by pooling the data on drivers per country and by creating
a binary dependent variable that indicates whether exuberance is observed at each point in time
with a certain confidence level (see equations (7) and (8)). In our main specifications a confidence
level of 95% is used.

yi,t =
{

0, ifBSADFr2,it(ro) > scvβτr2

0, ifBSADFr2,it(ro) < scvβτr2

(9)

The dynamic probit model is based on a standard probit specification with different assump-
tions on the unobserved heterogeneity. In general terms, the standard probit model can also be
formulated based on a model with the latent variable yit = 1[yit∗ > 0]:

∆y∗it = ρyit−1 + x
′

itβ + θtαi + uit (10)

where yit denotes the lagged dependent variable in the latent model, x′

it a vector of exogenous
variables, αi represents the random effects and uit is the error term. The parameter θt is used
to identify σ2

α and the equation for the first period:

∆y∗i0 = z
′
ω + θ0αi + ui0 (11)

where z′ is specified to be x′ using the information in periods 1 to T to solve the initial condition
problem (similar to the Mundlak specification, see Arulampalam and Stewart, 2009). Therefore
z

′ is a vector of exogenous variables x′ . Wooldridge (2005) approximates the density of the
random effect αi conditional on the initial observation y0. The dynamic probit model with
random effects can be formulated as:

Pr(yi,t = 1|αi, yi,0) = Φ[x
′

i,tβ + ρyit−1 + δiyi,0 + z
′

iδ + c], t = 1, ..., T (12)

where αi is substituted by αi = δ0 + δ1yi0 + z
′

iδ + ci. The contribution of each country i to the
likelihood function is specified as:

Li =
∫ { T∏

t=1
Φ[(x

′

i,tβ + ρyit−1 + δiyi,0 + z
′

iδ + c)(2yit − 1)]
}
g∗(c)dc (13)

where g∗(c) is the normal probability density function of ci.
In alternative specifications (included in the Annex) we apply both a linear probability model

and conditional logit model accounting for fixed effects. By using fixed effects we first assume
the unobserved country specific effects (heterogeneity) in the panel are constant over time and
correlated to the independent variables and the error term. A linear probability model also has
its flaws as the estimates of are not restricted to a value within the plausible probability range
[0,1]. The conditional logit model does not have this flaw and makes the implicit assumption
that the variables in the model follow a logistic cumulative distribution (as opposed to the probit
model that is based on the standard normal cumulative distribution function).

As a further robustness check a random effects probit model without lagged dependent vari-
able is used, to examine the robustness of our results (this model is for example used in Pavlidis
et al., 2019). It makes slightly different assumptions regarding the unobserved country effects.
The country effects are uncorrelated to the independent variables and the parameters are mod-
elled as random variables drawn from a normal distribution. By assessing other model specifica-
tions we check whether our results might be driven by one of the underlying assumptions of the
dynamic probit model, such as the presence of autocorrelation in the bubble component.
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Table 4: Defined QE Dummies

QE dummy Period
QE1 January-February 2015
QE2 March-April 2015
QE3 May-June 2015
QE4 July-August 2015
QE5 September-October 2015
QE6 November-December 2015
QE7 January 2016-May 2018

Note: Table 4 gives the periods in which the QE time response function equals 1. The variables are included in
model specification (2), specification (4), specification (6) and specification (8) in Table 6. We also include a QE0
dummy for the period between August 2014 and December 2014 to control for an anticipation effect. The results
are included in Table 13 (Appendix).

The estimated model specifications include the macroeconomic and financial drivers, and
specifications with and without the set of QE dummy variables. The QE dummies are added to
the model as a time response function in a similar way as Wolfers (2006), a modelling technique
that is also used by Bos et al. (2013) and Van Lamoen et al. (2017). The PSPP announcement
was in January 2015. The time response dummy variables are split into 7 dummy variables,
where dummy variable 1-6 each capture a two-monthly response. By constructing the dummies
in the same way as Wolfers (2006) we limit the model impact on the structure of the time-effects.
This results in the variables QE1-QE7. QE1 captures the announcement of QE in January 2015.
QE2 captures start of the Expanded Asset Purchase Programme (EAPP, March 2015). Table
4 shows the periods in which the different QE dummies are 1 and 0 otherwise. Using only one
dummy (for example at announcement) does not allow for a dynamic response in the course
of time. Yet, the possible effect of QE may differ through time. For example, the effect after
announcement may differ from the effect after implementation.

As the GSADF method also detects downward explosive behaviour, we use a crisis dummy
during 2008 and 2009 to correct the other estimators in the model for the sharp decline in stock
prices over this period.

3 Results
3.1 Explosive behaviour in stock prices
Based on the GSADF statistic we find multiple significant explosive periods in five out of ten
countries in our panel data set (Table 5). The most statistically significant results are found for
Belgium, Ireland and Italy. The stock markets in the Netherlands and Spain also show multiple
periods of exuberance, but on a lower significance level (5% and 10% respectively).

The results in Table 5 only show whether significant exuberance is observed for each country
during the historical observation period. However, Table 5 does not show in which specific
month(s) exuberance is observed. To identify the sub periods with exuberant behavior, we can
use the BSADF statistics in equations (7) and (8). Based on the BSADF results we observe sub
periods of explosive price behaviour in all ten countries throughout the sample, with the first
period of exuberance starting during the stock market crash in 2008 (Figure 2). These results
signal an explosive decrease in prices during the financial crisis, i.e. a deflating asset bubble or a
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Table 5: Results multiple bubbles (GSADF)

Country GSADF Statistic (Sup BSADF values)
Austria 1.2763
Belgium 4.0012***
Finland 1.4877
France 1.5420
Germany 1.2379
Ireland 3.2977***
Italy 3.2478***
Portugal 0.8936
Spain 2.2492*
Netherlands 2.4433**

Note: Table 5 gives the results for the GSADF test procedure as described in equation (6). The GSADF value
indicates whether there are periods of exuberance in the country specific Shiller P/E ratio over the period October
2008-May 2018. Significant results show the presence of exuberance in the time sample at *10%, **5% and ***1%
significance levels. GSADF critical values for confidence levels of 0.90, 0.95 and 0.99, are 1.9880, 2.3143 and
2.9372, respectively.

possible overreaction by market participants. Another result that directly draws attention is the
long period of explosive price behaviour in Ireland's stock market, which started in July 2013
(on a 90% confidence level) and remained significantly higher than the critical test values until
the end of May 2018. This outcome possibly results from the (financial and debt) crisis that hit
Ireland more than other countries. To illustrate, the earnings per share dropped to -0.64 for the
MSCI Ireland compared to 1.57 for the MSCI Europe. Moreover, in the period after the crisis
earnings show a slow recovery compared to the value of the stock. This results in a low average
price to earnings in the post-crisis period (1.29 versus 5.8 for the MSCI Europe). We find a
similar result for Belgium where earnings per share dipped into negative territory during the
financial crisis (-3.86). Intuitively, stock markets that show a bigger decline in earnings during
economic stress - i.e. have higher earnings volatility - are more risky, and therefore should have
lower valuations. For these stock markets a period of (rapidly) rising stock prices is more easily
qualified as exuberant, as the Shiller P/E ratio of the stock more easily increases when stock
prices go up (denominator effect).21 On the contrary, it stands out that Germany is the only
country that does not experience a new period of exuberance. This can largely be explained by
the robust recovery in earnings and the relatively low earnings volatility for the companies in
the MSCI Germany, which justifies increasing share prices (earnings per share of 7.3 versus 5.8
for the MSCI Europe).

In addition to 2008, there are two other periods where we find significant exuberance in stock
prices in multiple countries. The results show that stock prices in Belgium, Spain, Finland,
Ireland, Italy and the Netherlands started to exhibit exuberance in early 2015. In contrast to
2008, this results from rapidly increasing stock prices. A third period of exuberance can be
observed in 2017. This started in Italy and the Netherlands, but over time also other European
stock indices exhibited explosive price behaviour, with the exception of Austria and Germany. In

21One could make a similar argument for stock markets in all GIIPS countries. However, the recovery in
equity markets in Portugal has been much more robust in terms of the Shiller P/E ratio. i.e. earnings increased
substantially with the price of equities. Spain primarily shows exuberance during the QE period and not prior to
2014, making the null hypothesis of multiple bubbles (GSADF) easier to reject.
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May 2018 this explosive behaviour was significant at a 99% level for Belgium, Finland, Ireland
and Italy. The observed exuberance is quite persistent as it endures through the end of our
observation period for all countries except Germany, Austria and France.

The results seem to indicate that the announcement and the start of QE played a role, as there
is explosive behaviour in the prices around the start of 2015. However, to make robust statements
about what is driving exuberance we should correct for the factors discussed in Section 2.
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3.2 Drivers of explosive behaviour in stock prices
Table 6 shows the main results of our panel data analysis. This analysis shows that QE is indeed
positively related to stock market bubbles. Moreover, also after controlling for macro-economic
fundamentals, periods of QE seem to be the main driver of the exuberance in our panel. We
also find that months with exuberance are likely to be followed by another month of exuberance
in our sample period, i.e. there is persistence in exuberance. This finding is in line with a
stream of prior bubble literature that finds persistence in asset pricing returns (see Campbell
and Shiller, 1987; Chou, 1988; Froot and Obstfeld, 1991; Koustas and Serletis, 2005). An often
mentioned issue with empirical research on the impact of monetary policy on stock prices is the
endogeneity between policy measures and adverse stock market scenarios (see Rigobon and Sack,
2003). Although stock markets may be part of policy makers reaction function, we believe this is
less of a concern for the setup of this paper. Policy makers are unlikely to have introduced and
increased QE measures due to rapidly increasing equity prices in the same period. Moreover,
the reaction found in Rigobon and Sack (2003) to monetary policy announcements would imply
a stronger relation between QE and exuberance (i.e. an underestimation of the effect).

3.2.1 Main specification

Models (2) and (4) in table 6 show the results of the two main models, i.e. the models where
we add the effect of QE to the model. Model (2) shows that QE significantly contributes to
explosive behaviour in stock prices, especially around the announcement (January 2015, QE1)
and the start of the EAPP (March 2015, QE2). However, the significant effect for the QE2
dummy disappears when we add a crisis dummy to the model (model (4)). This is somewhat
surprising since the crisis dummies capture the downturn of the financial crisis in 2008 and 2009.
The dummy for the third period of QE (QE3) is also significantly positively related to exuberant
stock price behaviour. We attribute the rapid increase in stock prices during this period to the
dovish comments made by the ECB which had a notable effect on equity prices.22 In addition to
QE1, QE2 and QE3 we also find that QE7 significantly increased the chance of observing a stock
market bubble. This could indicate that the longer QE is implemented in financial markets, the
higher the probability of disturbances, as QE7 captures the period from January 2016 onwards.
However, the QE7 dummy is probably the least accurate of the QE dummies, as it captures the
longest time frame.

All QE dummies are also jointly significant, signaling that all QE periods combined had a
significant impact on exuberant behaviour. After correcting for the change in the other factors in
the model we still find that QE is one of the main drivers of periods of exuberance. Our results
suggest that QE had an effect on top of what could be explained by the macro drivers in the panel.
Adding time dummies to the model does not lead to different results (models 5-8)). A variable of
special interest is the 10-year yield. The interest rate on government debt was directly targeted
by QE and we therefore examine its relation to QE and exuberance more closely. Although
we do not find a significant relation between the 10-year bond yield and exuberance, a simple
Wald-test for joint significance shows there is a significant relation between the QE-dummies and
the 10-year yield on the likelihood of a bubble.23 This should not come as a surprise as QE drove
down risk premia on government debt significantly (cf. Altavilla et al., 2015). Another remark
we should make is that the GSADF test is mainly designed to capture a rapid increase in prices,

22The ECB announced it would step up bond-buying in the months prior to July to make sure the monthly
average ECB target was met notwithstanding lower liquidity during the summer. Also, Benoit Cæuré made a
series of dovish comments during the speech, sending equities higher (Cœuré, 2015).

23This joint significance test on the set of QE dummies and the 10-year yield may represent the combined
impact of QE.
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rather than that it tells us something about the absolute level. Once these QE announcements
are priced in by the market, the GSADF is no longer able to detect a bubble. This might be an
explanation for the fact that only certain QE dummies have a significant relation to exuberance,
i.e. the announcement and start lead to exuberant stock prices, which thereafter remain on a
higher level.

When we examine the other models in Table 6 we can make the following observations.
Model (1) shows us that when QE is taken out of the model the main drivers of exuberant
price behaviour (both downwards and upwards) are the existence of bubbles in the previous
period, real GDP growth and the SSR (all positively related). Ex ante it was not clear whether
GDP growth would contribute positively or negatively to bubbles in financial markets, as it
contributes to the price as well as to fundamentals. We now find an increasing GDP relates
to a higher probability of exuberant behaviour. Interestingly, the positive and significant effect
of real GDP disappears when we introduce QE into the model. The SSR was expected to be
negatively related to exuberance, as it captures the short term interest rate. Model (1) and model
(3) however show the coefficient is conditional on taking into account a crisis period or adding
QE dummies (model (2, 4, 6)). One possible explanation could be that the SSR contributed
more to the bubble component of a stock price than to the fundamental part of the stock price,
meaning that a higher interest rate increases a bubble rather than decreasing it (Gaĺı, 2014).
Also, periods of high GDP growth could coincide with policy rate hikes in our sample period,
making the relation between the SSR and the bubble component opposite from the expected
(negative) sign. Nonetheless, model (3) shows that as soon as we use crisis dummies, this effect
disappears and the sign turns negative. By using crisis dummies the effect of the explanatory
variables on downward exuberance is filtered out.
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3.3 Robustnesss checks
In order to examine the sensitivity of the results we perform several robustness checks. We check
whether the results are sensitive to the model specification, the chosen time response function
for QE, and the significance level of the GSADF statistic.

First, our findings do not change when we use a linear probability model, conditional logit or
(static) random effects probit model instead of the dynamic probit model. Only for the linear
probability model with crisis dummy, QE1 and QE2 are not significantly related to exuberance.
However, with a binary dependent variable the linear probability model is flawed as predicted
values are not restricted between 0 and 1 (Cox, 1970). Rather, either a logit or a probit anal-
ysis should be used, depending on the assumption that is made regarding the distribution of
the underlying stochastic process of the independent variables (logistic versus standard normal,
respectively). The (static) logit and probit analyses confirm the results of the dynamic probit
analyses.

Second, we test the model specification for a variety of different independent variables and
combinations of these variables.24 One can argue that instead of using both industrial production
and real GDP growth, only one of both is needed in the model, as they are interrelated. Using one
of both does not lead to noticeable different results, the same holds for using the unemployment
rate as an indicator for economic growth or not. Also variations where industrial production and
GDP growth are interchanged with the unemployment rate, do not lead to different conclusions:
in all cases QE and the lagged bubble indicator stand out with a significant increasing effect on
the likelihood of explosive behaviour in stock prices. Our results are also robust for the choice
of shadow short rate (SSR). When we use EONIA instead of the SSR this does not change any
of the outcomes.

Third, we model a possible anticipation effect of investors on the start of QE, following the
speech of Draghi at Jackson Hole in 2014. To do so, we added QE0 to the model. This dummy
is 1 during August 2014 (the Jackson Hole Speech) till December 2014. The results can be
found in Table 13 (Annex). Indeed, the results indicate a significant anticipation effect resulting
in exuberance in European stock markets at the end of 2014. Moreover, introducing the QE0
dummy also causes the QE4 and QE5 dummies to be (weakly) significant. However, this result
does not change our main conclusions, as it further supports the second hypothesis (periods of
QE coincide with exuberance).

Finally, the results from the main specification do not change when the GSADF significance-
level is changed to 10%. On the contrary, the QE dummies are no longer significant when a
threshold of 1% is used in the analysis. A possible explanation is that we have only very limited
observations of exuberant price behaviour that is significant at 1%. Only Ireland, Italy and
Finland show a bubble over a very limited amount of time periods (see Figure 2). Moreover,
when we test for joint significance of the QE dummies on the 1% specification the combined QE
dummies have a significant effect on the probability of a bubble.

4 Conclusion and Discussion
In January 2015, the ECB announced the start of a QE programme by directly buying financial
market assets. These measures were considered a necessity to counter weak inflation dynamics
in the euro area and maintain price stability. QE made the Eurosystem a significant buyer of
assets on financial markets, raising the question of whether the voluminous purchase programmes
triggered irrational behaviour among market participants. We specifically look at the effect of

24We also check the correlation matrix on multicollinearity (Variance Inflation Index (VIF) below 10).
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QE on stock markets as the search for yield makes risky assets (such as equities) more vulnerable
for overvaluation. In an environment with QE, risky assets pose an attractive investment against
an alternative of low, or even negative yielding safe assets. This mechanism drives investors
into more risky assets, thereby artificially suppressing risk premia. Although one of the intended
effects of QE, artificially lowering risk premia introduces the risk of inflating asset pricing bubbles.
The search for yield caused by QE could steer prices of risky assets to a level that lies above
their fundamental value.

Based on a GSADF-test we examine whether stocks show exuberance in 10 key euro area
countries. Subsequently, we test whether the periods of stock market exuberance coincide with
QE. We control the results for other (macro) fundamentals that also increase the probability
of exuberant behaviour in stock markets, such as the country's GDP growth, unemployment,
industrial production, short and long term interest rates, trading volume and a proxy for the
volatility risk premium (trading volatility). For the analysis we use a dynamic probit model to
gauge the effect of QE in combination with control variables. This also enables us to model the
persistence of exuberance over time.

The analysis has several key findings. First, the GSADF test indicates exuberance in five out
of ten countries in the dataset. The (statistically) most significant stock market bubbles can be
found in Italy, Ireland and Belgium. The data indicates that those results are driven by high
earnings volatility for the companies in those countries, which results in more risk and therefore
more deviation in the Shiller P/E. The stock markets in The Netherlands and Spain also show
multiple periods of exuberance, but on a lower significance level (5% and 10%, respectively).

Second, the results suggest that the announcement and the start of QE led to an exuberant
increase in the stock prices of most of the countries in our panel, even after controlling for
improving (macro) fundamentals. In particular, around the announcement and start of QE
(January, March 2015) European stock indices exhibited explosive price behaviour that could
not be explained by any of the countries (macro) fundamentals. However, the effect was only
short lived as after the initial explosive increase in valuations, prices leveled off towards the end
of 2015 and during 2016, and we do not detect exuberance any longer. This might be explained
by the nature of the GSADF-test. The test is designed to detect the build-up of a bubble, i.e.
the explosive increase (decrease) in the stocks valuations. Once the changes in the stock price
level of, the GSADF-test is no longer able to detect the presence of exuberance.

Third, towards 2017 and early 2018, the stock indices of almost all countries in the panel
exhibit exuberant price behaviour again. This can indicate that investors did not fully price in
the new equilibrium for risky assets around the start of QE. Furthermore, the significance of the
QE dummy capturing the final period (QE7) signals that the probability of exuberance increases
the longer the programme lasts.

Finally, we show that observing exuberance in the current period positively affects the like-
lihood of exuberance in future periods. This result is in line with prior literature studying the
persistence of returns in the stock market and is in contradiction with the (semi) strong form of
the efficient market hypothesis (see Chou, 1988 and Campbell, 1990).

Our findings have two main implications for future monetary policy. First, we argue QE
should be complemented by adjusting macro prudential requirements to suit the buildup of risk
in the financial system (similar to the argumentation of Biljanovska et al., 2019 and Houben
et al., 2014). Our results indicate that the probability of exuberance increases the longer QE
lasts. The increased risk of asset bubbles is an undesired side-effect of QE, which should be taken
into account in the design of policy measures by the ECB. Especially against the backdrop of the
announcement by the ECB to restart net asset purchases in November 2019 policymakers should
be vigilant, and closely monitor equity market valuations in the euro area on the misalignment
with fundamentals.
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Second, the announcement of bond purchases by the ECB in January 2015 was accompanied
by exuberant upward price behaviour in stock markets. Reversing the purchases could therefore
cause deflation of the stock market bubble, i.e. downward exuberance. Consequently, this asks
for a careful strategy regarding the end of net asset purchases, and phasing out the reinvestment
of maturing bonds. The Fed showed that clear communication and a runoff strategy that is
dependent on the economic outlook helps to avoid shocks to market prices. The ECB may
consider a similar strategy by leaving the size of the total balance sheet reduction open and
make it dependent on developments in the economy, economic outlook and financial markets.

Further research is recommended on several aspects. First of all, by using the Cyclically
Adjusted Price Earnings (CAPE) ratio as a proxy for stock fundamentals, we use a backward
looking indicator. Although it is often used as a proxy in academic studies and by market
participants to measure over- or undervaluation of stocks, it would be interesting to see what
happens if a more forward looking indicator is used (such as a measure of expected earnings
instead of realized earnings), as normally a stock price is the result of discounting future cash
flows. Another disadvantage of the CAPE is that the length of the averaging period determines
the outcome of the ratio, which could lead to sensitive results to this modelling choice (see Annex
B for Italy).25

Second, although the GSADF method works well in determining explosive price behaviour
during the phase in which it builds up, it is less suitable to signal the continued existence of a
bubble when it is no longer increasing. Methods to determine whether a higher price level is a
higher equilibrium value (for example resulting from long periods with low interest rates that
are expected to last in the future), or is truly a deviation from its (expected) fundamental value
(also in the future), would be insightful to substantiate whether bubbles are expected to last.
This is also why we recommend to use our indicator in combination with other metrics, such as
the absolute level of P/E levels or indebtedness of certain sectors or countries, to estimate the
value at risk when a bubble collapses.

Third, often exuberant price behaviour or bubbles are explained by irrational behaviour of
investors. In this study we mainly looked at modelling financial and macro-economic factors to
explain price developments of stock indices. An interesting addition consists of a model that also
takes into account behavioural factors in asset pricing.

25The period is not as important for other countries in the sample that experienced a shallower drop in average
earnings during the financial crisis.
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A Sensitivity of the Shiller P/E

Figure 3: Shiller P/E for Italy
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Note: Figure 3 shows the Shiller P/E ratio calculated as the real price divided by the average real earnings over
a period of ten years for Italy. Calculations are based on MSCI Italy for various periods of average earnings (7-15
year averages). Inflation data is provided by Eurostat and extracted from Bloomberg. We use backward looking
earnings data from Bloomberg on the country specific MSCI indices. Monthly inflation data is interpolated from
quarterly data when unavailable.

B Alternative specifications
The following tables show alternative specifications to our main model. Table 7 includes the
results of a linear probability model, a conditional logit model and a random effects probit
model for exuberance on a 5% significance level, without a crisis dummy. Table 8 includes the
same models but adds a crisis dummy. Table 9 and Table 10 contain the results of our main
specifications, but the confidence level of determining exuberance is changed to 10% and 1%
respectively. Table 11 contains the results of a linear probability model, a conditional logit
model and a random effects probit model for exuberance on a 10% significance level, with a crisis
dummy. Table 12 contains the results of a linear probability model, a conditional logit model and
a random effects probit model for exuberance on a 1% significance level, with a crisis dummy.
Finally, Table 13 shows the results if we include a time-response function in anticipation of QE
(between August 2014 and December 2014).

30



Ta
bl

e
7:

EX
U

BE
R

A
N

C
E

O
N

A
5%

SI
G

N
IF

IC
A

N
C

E
LE

V
EL

,A
LT

ER
N

AT
IV

E
M

O
D

EL
S

W
IT

H
O

U
T

C
R

IS
IS

D
U

M
M

Y

1
2

3
4

5
6

Li
ne

ar
pr

ob
ab

ili
ty

m
od

el
C

on
di

tio
na

ll
og

it
Ra

nd
om

eff
ec

ts
pr

ob
it

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

W
ith

ou
t

Q
E

In
cl

.
Q

E
Y

ie
ld

10
Y

-0
.0

70
8

-0
.0

54
1

-0
.9

77
5*

**
-0

.6
55

8*
-0

.3
98

9*
*

-0
.2

70
0

(0
.0

41
2)

(0
.0

37
2)

(0
.3

79
0)

(0
.3

89
2)

(0
.2

02
9)

(0
.1

89
0)

Vo
la

til
ity

0.
09

69
*

0.
08

21
0.

85
16

**
0.

87
41

**
0.

53
50

**
*

0.
55

25
**

.
(0

.0
49

3)
(0

.0
46

4)
(0

.3
77

6)
(0

.4
11

2)
(0

.1
94

1)
(0

.2
22

9)
Vo

lu
m

e
0.

01
22

0.
03

82
0.

00
13

0.
26

06
-0

.0
73

5
0.

02
79

(0
.0

83
7)

(0
.0

80
6)

(0
.4

93
4)

(0
.5

28
3)

(0
.2

04
0)

(0
.2

78
0)

U
ne

m
pl

.
0.

12
53

0.
13

71
0.

59
92

0.
85

40
0.

33
36

0.
44

80
(0

.1
24

8)
(0

.1
07

8)
(0

.8
23

9)
(0

.6
99

7)
(0

.4
33

9)
(0

.3
46

9)
In

d.
Pr

od
.

-0
.0

07
3

-0
.0

06
7

-0
.0

51
8

-0
.0

50
3

-0
.0

26
1

-0
.0

24
8

(0
.0

06
9)

(0
.0

06
6)

(0
.0

45
3)

(0
.0

45
6)

(0
.0

23
2)

(0
.0

21
4)

G
D

P
0.

01
28

*
0.

00
49

0.
06

20
0.

01
29

0.
04

92
0.

01
90

(0
.0

05
8)

(0
.0

08
1)

(0
.0

54
9)

(0
.0

66
6)

(0
.0

31
0)

(0
.0

38
3)

C
N

F
0.

00
43

0.
00

43
0.

02
57

0.
02

76
0.

01
46

0.
01

23
(0

.0
05

5)
(0

.0
06

5)
(0

.0
35

7)
(0

.0
35

7)
(0

.0
20

1)
(0

.0
20

8)
SS

R
0.

02
73

0.
06

61
**

0.
40

25
**

0.
65

33
**

*
0.

16
16

*
0.

32
30

**
*

(0
.0

19
0)

(0
.0

22
4)

(0
.1

73
8)

(0
.1

59
2)

(0
.0

92
9)

(0
.0

88
8)

Q
E1

0.
35

02
**

3.
05

11
**

*
1.

73
59

**
*

(0
.1

39
8)

(1
.1

64
8)

(0
.6

11
6)

Q
E2

0.
35

87
**

3.
24

36
**

*
1.

82
49

**
*

(0
.1

53
9)

(1
.1

81
4)

(0
.6

45
4)

Q
E3

0.
29

82
*

2.
48

02
**

1.
37

30
**

(0
.1

52
3)

(1
.0

63
8)

(0
.5

92
6)

Q
E4

0.
19

63
16

.8
92

0.
91

96
(0

.1
36

4)
(1

.1
13

3)
(0

.6
03

4)
Q

E5
0.

04
43

0.
32

39
0.

15
75

(0
.0

64
4)

(0
.7

60
2)

(0
.3

98
1)

Q
E6

0.
18

44
*

1.
81

75
*

0.
96

49
*

(0
.0

94
3)

(1
.0

19
0)

(0
.5

51
0)

Q
E7

0.
41

01
**

*
3.

55
47

**
*

1.
96

08
**

*
(0

.1
00

0)
(1

..4
15

)
(0

.5
34

9)
Fi

xe
d

eff
ec

ts
Ye

s
Ye

s
Ye

s
Ye

s
N

o
N

o
T

im
e

eff
ec

ts
N

o
N

o
N

o
N

o
N

o
N

o
C

ris
is

du
m

m
y

N
o

N
o

N
o

N
o

N
o

N
o

N
12

60
12

60
12

60
12

60
12

60
12

60
N

ot
e:

D
ep

en
de

nt
va

ri
ab

le
:

bi
na

ry
,1

if
th

er
e

is
ex

ub
er

an
ce

on
th

e
ba

si
s

of
B

SA
D

F
,0

ot
he

rw
is

e.
E

xu
be

ra
nc

e
is

de
te

rm
in

ed
on

a
5%

si
gn

ifi
ca

nc
e

le
ve

l.
C

ol
um

n
1

an
d

2
re

po
rt

a
lin

ea
r

pr
ob

ab
ili

ty
m

od
el

w
it

h
fix

ed
eff

ec
ts

.
T

he
re

su
lt

s
in

co
lu

m
ns

3
an

d
4

ar
e

ba
se

d
on

a
co

nd
it

io
na

ll
og

it
an

al
ys

is
,c

ol
um

n
5

an
d

6
on

a
ra

nd
om

eff
ec

ts
pr

ob
it

.
T

he
fix

ed
eff

ec
ts

in
th

e
co

nd
it

io
na

ll
og

it
an

al
ys

is
co

m
e

fo
rw

ar
d

in
th

e
lik

el
ih

oo
d

fu
nc

ti
on

.
T

he
ev

en
co

lu
m

ns
co

nt
ai

n
du

m
m

y
va

ri
ab

le
s

th
at

ca
pt

ur
e

tw
o

m
on

th
ly

dy
na

m
ic

ti
m

e
eff

ec
ts

si
nc

e
Ja

nu
ar

y
20

15
(R

es
po

ns
e

1-
6)

an
d

a
du

m
m

y
th

at
ca

pt
ur

es
th

e
re

m
ai

ni
ng

pa
rt

of
th

e
ti

m
e

eff
ec

ts
af

te
r

D
ec

em
be

r
20

15
(R

es
po

ns
e

7)
.

St
an

da
rd

er
ro

rs
(c

lu
st

er
ed

at
th

e
co

un
tr

y
le

ve
l)

ar
e

re
po

rt
ed

in
pa

re
nt

he
se

s.
*,

**
an

d
**

*
in

di
ca

te
si

gn
ifi

ca
nc

e
at

10
%

,5
%

an
d

1%
,r

es
pe

ct
iv

el
y.

P
er

io
d

N
ov

em
be

r
20

07
-

M
ay

20
18

.

31



Ta
bl

e
8:

EX
U

BE
R

A
N

C
E

O
N

A
5%

SI
G

N
IF

IC
A

N
C

E
LE

V
EL

,A
LT

ER
N

AT
IV

E
M

O
D

EL
S

W
IT

H
C

R
IS

IS
D

U
M

M
Y

1
2

3
4

5
6

Li
ne

ar
pr

ob
ab

ili
ty

m
od

el
C

on
di

tio
na

ll
og

it
Ra

nd
om

eff
ec

ts
pr

ob
it

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

W
ith

ou
t

Q
E

In
cl

.
Q

E
Y

ie
ld

10
Y

-0
.0

34
4

-0
.0

31
2

-0
.7

67
8

-0
.5

38
9

-0
.2

42
5

-0
.1

68
5

(0
.0

36
3)

(0
.0

35
1)

(0
.4

90
3)

(0
.4

49
5)

(0
.1

99
3)

(0
.1

86
2)

Vo
la

til
ity

0.
01

07
0.

01
6

0.
21

02
0.

30
8

0.
14

78
0.

20
59

(0
.0

52
4)

(0
.0

51
8)

(0
.3

80
5)

(0
.4

42
5)

(0
.2

01
5)

(0
.2

35
1)

Vo
lu

m
e

0.
01

47
0.

02
75

-0
.1

11
0.

06
6

-0
.1

08
2

-0
.0

50
9

(0
.0

70
3)

(0
.0

71
8)

(0
.5

17
4)

(0
.5

29
6)

(0
.1

59
1)

(0
.2

09
)

U
ne

m
pl

.
0.

10
67

0.
12

05
0.

42
77

0.
63

52
0.

22
62

0.
30

94
(0

.0
92

7)
(0

.0
88

2)
(0

.7
25

7)
(0

.6
27

1)
(0

.3
49

1)
(0

.2
82

)
In

d.
Pr

od
.

-0
.0

03
9

-0
.0

04
3

-0
.0

32
6

-0
.0

35
2

-0
.0

14
3

-0
.0

15
3

(0
.0

05
6)

(0
.0

05
6)

(0
.0

42
7)

(0
.0

45
1)

(0
.0

20
9)

(0
.0

21
1)

G
D

P
0.

01
79

**
*

0.
01

24
0.

12
8

0.
09

01
0.

08
87

**
0.

06
61

(0
.0

04
7)

(0
.0

06
8)

(0
.0

83
5)

(0
.0

84
5)

(0
.0

44
1)

(0
.0

47
2)

C
N

F
-0

.0
00

3
0.

00
03

-0
.0

13
9

-0
.0

08
8

-0
.0

07
6

-0
.0

07
1

(0
.0

04
6)

(0
.0

05
5)

(0
.0

49
6)

(0
.0

60
6)

(0
.0

25
5)

(0
.0

29
9)

SS
R

-0
.0

19
0.

01
11

-0
.0

23
2

0.
19

49
-0

.0
86

3
0.

05
34

(0
.0

15
6)

(0
.0

17
3)

(0
.1

91
8)

(0
.1

49
1)

(0
.0

80
1)

(0
.0

73
)

Q
E1

0.
24

14
2.

35
82

**
1.

35
42

**
(0

.1
36

4)
(1

.0
52

)
(0

.5
71

6)
Q

E2
0.

22
07

2.
31

76
**

1.
31

71
**

(0
.1

50
6)

(1
.1

19
7)

(0
.6

29
3)

Q
E3

0.
23

2
2.

23
37

**
1.

23
90

**
(0

.1
49

3)
(1

.0
65

5)
(0

.6
16

8)
Q

E4
0.

17
3

17
.7

88
0.

98
51

(0
.1

40
1)

(1
.1

60
7)

(0
.6

46
8)

Q
E5

0.
00

2
-0

.0
23

3
-0

.0
01

1
(0

.0
65

9)
(0

.7
42

6)
(0

.4
79

4)
Q

E6
0.

07
67

0.
98

17
0.

52
(0

.0
88

)
(1

.0
33

2)
(0

.6
00

8)
Q

E7
0.

22
25

**
2.

25
39

**
1.

21
59

**
(0

.0
90

1)
(1

.0
98

8)
(0

.5
65

9)
Fi

xe
d

eff
ec

ts
Ye

s
Ye

s
Ye

s
Ye

s
N

o
N

o
T

im
e

eff
ec

ts
N

o
N

o
N

o
N

o
N

o
N

o
C

ris
is

du
m

m
y

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

N
12

60
12

60
12

60
12

60
12

60
12

60
N

ot
e:

D
ep

en
de

nt
va

ri
ab

le
:

bi
na

ry
,1

if
th

er
e

is
ex

ub
er

an
ce

on
th

e
ba

si
s

of
B

SA
D

F
,0

ot
he

rw
is

e.
E

xu
be

ra
nc

e
is

de
te

rm
in

ed
on

a
5%

si
gn

ifi
ca

nc
e

le
ve

l.
C

ol
um

n
1

an
d

2
re

po
rt

a
lin

ea
r

pr
ob

ab
ili

ty
m

od
el

w
it

h
fix

ed
eff

ec
ts

.
T

he
re

su
lt

s
in

co
lu

m
ns

3
an

d
4

ar
e

ba
se

d
on

a
co

nd
it

io
na

ll
og

it
an

al
ys

is
,c

ol
um

n
5

an
d

6
on

a
ra

nd
om

eff
ec

ts
pr

ob
it

.
T

he
fix

ed
eff

ec
ts

in
th

e
co

nd
it

io
na

ll
og

it
an

al
ys

is
co

m
e

fo
rw

ar
d

in
th

e
lik

el
ih

oo
d

fu
nc

ti
on

.
T

he
ev

en
co

lu
m

ns
co

nt
ai

n
du

m
m

y
va

ri
ab

le
s

th
at

ca
pt

ur
e

tw
o

m
on

th
ly

dy
na

m
ic

ti
m

e
eff

ec
ts

si
nc

e
Ja

nu
ar

y
20

15
(R

es
po

ns
e

1-
6)

an
d

a
du

m
m

y
th

at
ca

pt
ur

es
th

e
re

m
ai

ni
ng

pa
rt

of
th

e
ti

m
e

eff
ec

ts
af

te
r

D
ec

em
be

r
20

15
(R

es
po

ns
e

7)
.

St
an

da
rd

er
ro

rs
(c

lu
st

er
ed

at
th

e
co

un
tr

y
le

ve
l)

ar
e

re
po

rt
ed

in
pa

re
nt

he
se

s.
*,

**
an

d
**

*
in

di
ca

te
si

gn
ifi

ca
nc

e
at

10
%

,5
%

an
d

1%
,r

es
pe

ct
iv

el
y.

P
er

io
d

N
ov

em
be

r
20

07
-

M
ay

20
18

.

32



Ta
bl

e
9:

EX
U

BE
R

A
N

C
E

O
N

A
10

%
SI

G
N

IF
IC

A
N

C
E

LE
V

EL
IN

A
D

Y
N

A
M

IC
PR

O
BI

T
A

N
A

LY
SI

S

1
2

3
4

5
6

7
8

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

La
gg

ed
bu

bb
le

2.
57

99
**

*
2.

49
63

**
*

2.
42

43
**

*
2.

42
39

**
*

2.
59

88
**

*
2.

51
72

**
*

2.
44

49
**

*
2.

44
55

**
*

(0
.1

57
1)

(0
.1

67
7)

(0
.1

72
6)

(0
.2

16
6)

(0
.1

54
9)

(0
.1

62
8)

(0
.1

69
4)

(0
.3

59
1)

Y
ie

ld
10

Y
-0

.0
82

5
-0

.0
43

5
-0

.0
14

0.
00

43
-0

.0
81

1
-0

.0
40

9
-0

.0
12

1
0.

00
75

(0
.0

78
)

(0
.0

85
)

(0
.0

82
3)

(0
.0

83
7)

(0
.0

77
7)

(0
.0

85
)

(0
.0

81
7)

(0
.0

91
7)

Vo
la

til
ity

-0
.0

35
1

-0
.0

34
1

-0
.2

88
1

-0
.2

64
1

-0
.0

25
1

-0
.0

20
9

-0
.2

76
5

-0
.2

49
5

(0
.1

60
3)

(0
.1

72
1)

(0
.1

80
2)

(0
.2

00
9)

(0
.1

60
9)

(0
.1

73
9)

(0
.1

76
6)

(0
.2

09
3)

Vo
lu

m
e

-0
.0

66
6

-0
.0

36
4

-0
.0

45
1

-0
.0

31
8

-0
.0

75
5

-0
.0

48
7

-0
.0

53
9

-0
.0

42
9

(0
.2

32
8)

(0
.2

49
4)

(0
.2

23
5)

(0
.2

37
6)

(0
.2

33
9)

(0
.2

51
)

(0
.2

24
4)

(0
.2

43
2)

U
ne

m
pl

.
-0

.0
26

8
0.

01
73

0.
03

4
0.

09
19

-0
.0

17
4

0.
04

33
0.

04
51

0.
11

86
(0

.3
53

6)
(0

.3
76

3)
(0

.3
47

6)
(0

.3
86

3)
(0

.3
59

7)
(0

.3
81

7)
(0

.3
40

4)
(0

.6
02

4)
In

d.
Pr

od
.

0.
00

33
0.

00
31

0.
00

94
0.

00
78

0.
00

32
0.

00
28

0.
00

96
0.

00
79

(0
.0

11
9)

(0
.0

11
1)

(0
.0

10
8)

(0
.0

10
7)

(0
.0

12
4)

(0
.0

12
1)

(0
.0

11
1)

(0
.0

11
4)

G
D

P
0.

06
94

**
*

0.
02

95
*

0.
03

84
**

0.
02

02
0.

07
03

**
*

0.
03

05
**

0.
03

87
**

0.
02

12
(0

.0
18

2)
(0

.0
15

2)
(0

.0
17

9)
(0

.0
16

5)
(0

.0
19

)
(0

.0
15

4)
(0

.0
18

5)
(0

.0
33

3)
C

N
F

0.
03

66
0.

00
83

0.
01

68
-0

.0
02

7
0.

03
49

0.
00

46
0.

01
51

-0
.0

05
8

(0
.0

45
1)

(0
.0

40
4)

(0
.0

44
3)

(0
.0

33
)

(0
.0

45
1)

(0
.0

4)
(0

.0
45

2)
(0

.0
32

6)
SS

R
0.

05
94

**
0.

18
25

**
*

-0
.0

90
6*

*
0.

00
3

0.
05

83
**

0.
18

42
**

*
-0

.0
92

6*
*

0.
00

37
(0

.0
28

8)
(0

.0
34

3)
(0

.0
37

5)
(0

.0
40

5)
(0

.0
28

5)
(0

.0
33

8)
(0

.0
37

)
(0

.0
50

5)
Q

E1
2.

06
72

**
*

1.
67

42
**

*
2.

11
27

**
*

1.
71

63
**

(0
.3

88
)

(0
.4

80
5)

(0
.3

93
7)

(0
.7

04
5)

Q
E2

0.
71

96
*

0.
31

94
0.

71
83

*
0.

32
47

(0
.4

34
)

(0
.4

74
9)

(0
.4

17
5)

(0
.7

21
7)

Q
E3

0.
47

31
0.

33
68

0.
46

07
0.

32
07

(0
.3

77
7)

(0
.3

77
1)

(0
.4

04
9)

(0
.3

98
6)

Q
E4

0.
26

66
0.

30
6

0.
30

56
0.

33
77

(0
.3

93
)

(0
.3

74
6)

(0
.3

51
3)

(0
.3

29
6)

Q
E5

0.
44

33
0.

34
03

0.
47

17
0.

36
83

(0
.3

32
3)

(0
.2

91
1)

(0
.3

60
5)

(0
.4

98
)

Q
E6

0.
16

31
-0

.1
09

8
0.

14
98

-0
.1

21
5

(0
.2

90
5)

(0
.3

03
8)

(0
.2

98
5)

(0
.5

43
4)

Q
E7

1.
24

04
**

*
0.

66
11

*
1.

26
60

**
*

0.
68

19
(0

.2
60

9)
(0

.3
38

6)
(0

.2
61

7)
(0

.5
68

)
Fi

xe
d

eff
ec

ts
N

o
N

o
N

o
N

o
Ye

s
Ye

s
N

o
N

o
T

im
e

eff
ec

ts
N

o
N

o
N

o
N

o
N

o
N

o
Ye

s
Ye

s
C

ris
is

du
m

m
y

N
o

N
o

Ye
s

Ye
s

N
o

N
o

Ye
s

Ye
s

N
12

60
12

60
12

60
12

60
12

60
12

60
12

60
12

60
N

ot
e:

D
ep

en
de

nt
va

ri
ab

le
:

bi
na

ry
,1

if
th

er
e

is
ex

ub
er

an
ce

on
th

e
ba

si
s

of
B

SA
D

F
,0

ot
he

rw
is

e.
E

xu
be

ra
nc

e
is

de
te

rm
in

ed
on

a
10

%
si

gn
ifi

ca
nc

e
le

ve
l.

C
ol

um
n

5-
8

co
nt

ai
n

ti
m

e
eff

ec
ts

,c
ol

um
n

3,
4,

7
an

d
8

co
nt

ai
n

cr
is

is
du

m
m

ie
s.

T
he

ev
en

co
lu

m
ns

co
nt

ai
n

du
m

m
y

va
ri

ab
le

s
th

at
ca

pt
ur

e
tw

o
m

on
th

ly
dy

na
m

ic
ti

m
e

eff
ec

ts
si

nc
e

Ja
nu

ar
y

20
15

(R
es

po
ns

e
1-

6)
an

d
a

du
m

m
y

th
at

ca
pt

ur
es

th
e

re
m

ai
ni

ng
pa

rt
of

th
e

ti
m

e
eff

ec
ts

af
te

r
D

ec
em

be
r

20
15

(R
es

po
ns

e
7)

.
St

an
da

rd
er

ro
rs

(c
lu

st
er

ed
at

th
e

co
un

tr
y

le
ve

l)
ar

e
re

po
rt

ed
in

pa
re

nt
he

se
s.

*,
**

an
d

**
*

in
di

ca
te

si
gn

ifi
ca

nc
e

at
10

%
,5

%
an

d
1%

,r
es

pe
ct

iv
el

y.
Fo

r
ti

m
e

eff
ec

ts
a

m
on

th
ly

du
m

m
y

is
us

ed
,w

hi
le

th
e

cr
is

is
du

m
m

y
is

1
du

ri
ng

20
08

an
d

20
09

,0
ot

he
rw

is
e.

V
ol

at
ili

ty
an

d
V

ol
um

e
ar

e
in

lo
gs

,u
ne

m
pl

oy
m

en
t

ra
te

,i
nd

us
tr

ia
l

pr
od

uc
ti

on
an

d
re

al
G

D
P

in
m

on
th

ly
gr

ow
th

ra
te

s.
C

N
F

re
fe

rs
to

C
re

di
t

to
th

e
N

on
-F

in
an

ci
al

se
ct

or
as

%
of

G
D

P
an

d
is

al
so

ta
ke

n
as

a
m

on
th

ly
ch

an
ge

.
P

er
io

d
N

ov
em

be
r

20
07

-
M

ay
20

18
.

33



Ta
bl

e
10

:
EX

U
BE

R
A

N
C

E
O

N
A

1%
SI

G
N

IF
IC

A
N

C
E

LE
V

EL
IN

A
D

Y
N

A
M

IC
PR

O
BI

T
A

N
A

LY
SI

S

1
2

3
4

5
6

7
8

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

La
gg

ed
bu

bb
le

2.
24

71
**

*
2.

20
08

2.
13

9
2.

10
94

2.
31

05
**

*
2.

26
25

2.
20

16
2.

17
11

(0
.5

51
1)

(3
.3

15
4)

(1
1.

42
95

)
(2

4.
44

58
)

(0
.5

59
4)

(1
.4

97
3)

(8
.0

13
8)

(1
9.

89
56

)
Y

ie
ld

10
Y

-0
.2

65
2

-0
.2

04
9

-0
.1

71
1

-0
.1

45
1

-0
.2

75
9

-0
.2

12
1

-0
.1

84
6

-0
.1

56
9

(0
.1

81
8)

(1
.4

78
9)

(3
.9

34
2)

(1
0.

48
25

)
(0

.1
97

3)
(0

.6
56

3)
(2

.9
15

5)
(9

.0
32

1)
Vo

la
til

ity
0.

26
79

0.
32

19
0.

03
27

0.
09

28
0.

23
56

0.
29

21
0.

00
23

0.
06

33
(0

.2
54

1)
(0

.8
05

4)
(4

.8
66

9)
(1

6.
17

26
)

(0
.2

44
8)

(0
.5

64
)

(3
.6

01
7)

(1
7.

03
54

)
Vo

lu
m

e
0.

02
79

0.
04

18
-0

.0
15

2
-0

.0
34

0.
03

56
0.

05
-0

.0
04

4
-0

.0
25

1
(0

.1
70

8)
(0

.3
04

7)
(0

.4
97

7)
(1

.2
10

2)
(0

.1
70

7)
(0

.1
68

3)
(0

.4
95

9)
(1

.7
57

6)
U

ne
m

pl
.

-0
.0

44
3

-0
.0

75
9

-0
.2

22
1

-0
.2

13
4

-0
.0

50
3

-0
.0

70
5

-0
.2

35
9

-0
.2

12
6

(0
.5

16
8)

(3
.5

60
5)

(1
.2

57
9)

(3
1.

83
32

)
(0

.5
02

6)
(1

.7
70

8)
(8

.2
96

7)
(2

2.
64

75
)

In
d.

Pr
od

.
-0

.0
09

3
-0

.0
07

3
-0

.0
03

2
-0

.0
02

7
-0

.0
09

2
-0

.0
07

1
-0

.0
02

9
-0

.0
01

9
(0

.0
12

7)
(0

.0
54

2)
(0

.1
06

2)
(0

.2
36

9)
(0

.0
12

9)
(0

.0
21

7)
(0

.0
90

2)
(0

.2
29

6)
G

D
P

0.
04

73
*

0.
04

02
0.

07
19

0.
07

23
0.

04
98

**
0.

04
14

0.
07

35
0.

07
24

(0
.0

25
6)

(0
.0

35
5)

(0
.1

87
9)

(0
.9

85
4)

(0
.0

24
5)

(0
.0

26
3)

(0
.1

39
6)

(1
.0

30
4)

C
N

F
0.

04
37

0.
01

71
0.

04
19

0.
01

24
0.

05
6

0.
02

41
0.

05
42

0.
01

86
(0

.0
47

6)
(0

.2
62

8)
(0

.8
48

1)
(2

4.
78

4)
(0

.0
53

8)
(0

.1
2)

(0
.5

19
7)

(1
8.

14
4)

SS
R

0.
12

78
*

0.
16

76
-0

.0
18

-0
.0

00
7

0.
13

20
*

0.
17

11
-0

.0
12

6
0.

00
28

(0
.0

69
2)

(0
.3

94
)

(1
8.

90
6)

(3
8.

36
8)

(0
.0

73
2)

(0
.1

44
5)

(1
3.

70
1)

(2
9.

90
5)

Q
E1

1.
08

4
0.

84
66

1.
16

96
0.

92
08

(1
.3

48
6)

(7
.4

23
8)

(0
.8

32
8)

(8
.6

21
4)

Q
E2

0.
95

9
0.

68
99

0.
92

33
*

0.
66

3
(1

.5
46

9)
(8

.8
32

7)
(0

.5
40

2)
(1

.7
62

6)
Q

E3
-0

.2
52

1
-0

.3
72

6
-0

.2
87

-0
.4

29
(4

.5
48

5)
(3

9.
53

59
)

(2
.4

81
7)

(3
5.

53
53

)
Q

E4
0.

19
15

0.
23

59
0.

28
48

0.
32

57
(2

.7
84

5)
(2

7.
03

63
)

(1
.4

67
8)

(2
5.

42
71

)
Q

E5
-0

.4
10

4
-0

.6
25

-0
.3

72
4

-0
.5

91
8

(3
.1

26
)

(3
4.

48
53

)
(1

.2
44

3)
(2

3.
79

97
)

Q
E6

-0
.1

51
7

-0
.6

08
4

-0
.1

74
6

-0
.5

94
2

(2
.4

93
2)

(2
.3

43
7)

(1
.5

61
5)

(2
5.

20
97

)
Q

E7
0.

53
15

0.
09

5
0.

52
54

0.
08

24
(1

.6
78

6)
(8

.1
66

7)
(1

.0
22

7)
(7

.5
25

)
Fi

xe
d

eff
ec

ts
N

o
N

o
N

o
N

o
Ye

s
Ye

s
N

o
N

o
T

im
e

eff
ec

ts
N

o
N

o
N

o
N

o
N

o
N

o
Ye

s
Ye

s
C

ris
is

du
m

m
y

N
o

N
o

Ye
s

Ye
s

N
o

N
o

Ye
s

Ye
s

N
12

60
12

60
12

60
12

60
12

60
12

60
12

60
12

60
N

ot
e:

D
ep

en
de

nt
va

ri
ab

le
:

bi
na

ry
,1

if
th

er
e

is
ex

ub
er

an
ce

on
th

e
ba

si
s

of
B

SA
D

F
,0

ot
he

rw
is

e.
E

xu
be

ra
nc

e
is

de
te

rm
in

ed
on

a
1%

si
gn

ifi
ca

nc
e

le
ve

l.
C

ol
um

n
5-

8
co

nt
ai

n
ti

m
e

eff
ec

ts
,c

ol
um

n
3,

4,
7

an
d

8
co

nt
ai

n
cr

is
is

du
m

m
ie

s.
T

he
ev

en
co

lu
m

ns
co

nt
ai

n
du

m
m

y
va

ri
ab

le
s

th
at

ca
pt

ur
e

tw
o

m
on

th
ly

dy
na

m
ic

ti
m

e
eff

ec
ts

si
nc

e
Ja

nu
ar

y
20

15
(R

es
po

ns
e

1-
6)

an
d

a
du

m
m

y
th

at
ca

pt
ur

es
th

e
re

m
ai

ni
ng

pa
rt

of
th

e
ti

m
e

eff
ec

ts
af

te
r

D
ec

em
be

r
20

15
(R

es
po

ns
e

7)
.

St
an

da
rd

er
ro

rs
(c

lu
st

er
ed

at
th

e
co

un
tr

y
le

ve
l)

ar
e

re
po

rt
ed

in
pa

re
nt

he
se

s.
*,

**
an

d
**

*
in

di
ca

te
si

gn
ifi

ca
nc

e
at

10
%

,5
%

an
d

1%
,r

es
pe

ct
iv

el
y.

Fo
r

ti
m

e
eff

ec
ts

a
m

on
th

ly
du

m
m

y
is

us
ed

,w
hi

le
th

e
cr

is
is

du
m

m
y

is
1

du
ri

ng
20

08
an

d
20

09
,0

ot
he

rw
is

e.
V

ol
at

ili
ty

an
d

V
ol

um
e

ar
e

in
lo

gs
,u

ne
m

pl
oy

m
en

t
ra

te
,i

nd
us

tr
ia

l
pr

od
uc

ti
on

an
d

re
al

G
D

P
in

m
on

th
ly

gr
ow

th
ra

te
s.

C
N

F
re

fe
rs

to
C

re
di

t
to

th
e

N
on

-F
in

an
ci

al
se

ct
or

as
%

of
G

D
P

an
d

is
al

so
ta

ke
n

as
a

m
on

th
ly

ch
an

ge
.

P
er

io
d

N
ov

em
be

r
20

07
-

M
ay

20
18

.

34



Ta
bl

e
11

:
EX

U
BE

R
A

N
C

E
O

N
A

10
%

SI
G

N
IF

IC
A

N
C

E
LE

V
EL

,A
LT

ER
N

AT
IV

E
M

O
D

EL
S

W
IT

H
C

R
IS

IS
D

U
M

M
Y

1
2

3
4

5
6

Li
ne

ar
pr

ob
ab

ili
ty

m
od

el
C

on
di

tio
na

ll
og

it
Ra

nd
om

eff
ec

ts
pr

ob
it

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

W
ith

ou
t

Q
E

In
cl

.
Q

E
Y

ie
ld

10
Y

-0
.0

51
8

-0
.0

47
1

-0
.6

26
6

-0
.4

77
6

-0
.1

63
3

-0
.1

19
8

(0
.0

41
6)

(0
.0

40
6)

(0
.4

68
3)

(0
.4

51
9)

(0
.1

67
9)

(0
.1

66
9)

Vo
la

til
ity

-0
.0

32
9

-0
.0

22
8

-0
.2

21
8

-0
.1

40
7

-0
.1

00
3

-0
.0

51
(0

.0
63

2)
(0

.0
61

7)
(0

.3
77

3)
(0

.4
23

6)
(0

.1
99

3)
(0

.2
31

3)
Vo

lu
m

e
-0

.0
42

8
-0

.0
27

7
-0

.3
48

5
-0

.2
24

9
-0

.1
76

5
-0

.1
33

4
(0

.0
97

8)
(0

.1
00

9)
(0

.5
15

7)
(0

.5
68

2)
(0

.1
98

)
(0

.2
41

1)
U

ne
m

pl
.

0.
08

95
0.

10
39

0.
27

87
0.

47
77

0.
23

12
0.

33
4

(0
.0

91
6)

(0
.0

93
7)

(0
.6

39
1)

(0
.6

13
2)

(0
.3

51
2)

(0
.3

34
5)

In
d.

Pr
od

.
-0

.0
05

-0
.0

05
4

-0
.0

39
5

-0
.0

39
8

-0
.0

18
6

-0
.0

19
(0

.0
04

1)
(0

.0
04

2)
(0

.0
27

2)
(0

.0
27

5)
(0

.0
14

)
(0

.0
14

)
G

D
P

0.
01

64
**

*
0.

00
83

0.
09

37
0.

04
14

0.
06

48
*

0.
03

5
(0

.0
04

1)
(0

.0
06

3)
(0

.0
57

4)
(0

.0
62

5)
(0

.0
34

)
(0

.0
41

5)
C

N
F

0.
00

14
-0

.0
00

4
0.

02
31

0.
01

2
0.

01
25

0.
00

66
(0

.0
05

1)
(0

.0
06

4)
(0

.0
48

8)
(0

.0
58

2)
(0

.0
25

3)
(0

.0
31

5)
SS

R
-0

.0
19

8
0.

02
27

-0
.0

56
5

0.
20

26
-0

.1
14

5*
0.

05
33

(0
.0

17
7)

(0
.0

18
1)

(0
.1

66
8)

(0
.1

30
8)

(0
.0

61
6)

(0
.0

68
)

Q
E1

0.
42

03
**

2.
80

79
**

*
1.

66
43

**
*

(0
.1

48
4)

(0
.9

78
7)

(0
.5

35
5)

Q
E2

0.
39

47
*

2.
76

31
**

1.
64

58
**

*
(0

.1
78

2)
(1

.0
94

)
(0

.6
18

3)
Q

E3
0.

24
4

1.
92

05
*

1.
14

53
**

(0
.1

58
4)

(0
.9

85
2)

(0
.5

76
1)

Q
E4

0.
19

46
1.

55
07

*
0.

94
64

*
(0

.1
30

7)
(0

.7
98

4)
(0

.4
89

5)
Q

E5
0.

03
79

0.
28

93
0.

22
52

(0
.1

10
3)

(1
.1

00
7)

(0
.6

06
2)

Q
E6

0.
09

12
0.

82
03

0.
49

76
(0

.0
88

9)
(0

.7
90

6)
(0

.4
78

6)
Q

E7
0.

30
57

**
2.

25
79

**
1.

28
19

**
(0

.1
12

4)
(0

.9
68

)
(0

.5
19

1)
Fi

xe
d

eff
ec

ts
Ye

s
Ye

s
Ye

s
Ye

s
N

o
N

o
T

im
e

eff
ec

ts
N

o
N

o
N

o
N

o
N

o
N

o
C

ris
is

du
m

m
y

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

Ye
s

N
12

60
12

60
12

60
12

60
12

60
12

60
N

ot
e:

D
ep

en
de

nt
va

ri
ab

le
:

bi
na

ry
,1

if
th

er
e

is
ex

ub
er

an
ce

on
th

e
ba

si
s

of
B

SA
D

F
,0

ot
he

rw
is

e.
E

xu
be

ra
nc

e
is

de
te

rm
in

ed
on

a
10

%
si

gn
ifi

ca
nc

e
le

ve
l.

C
ol

um
n

1
an

d
2

re
po

rt
a

lin
ea

r
pr

ob
ab

ili
ty

m
od

el
w

it
h

fix
ed

eff
ec

ts
.

T
he

re
su

lt
s

in
co

lu
m

ns
3

an
d

4
ar

e
ba

se
d

on
a

co
nd

it
io

na
ll

og
it

an
al

ys
is

,c
ol

um
n

5
an

d
6

on
a

ra
nd

om
eff

ec
ts

pr
ob

it
.

T
he

fix
ed

eff
ec

ts
in

th
e

co
nd

it
io

na
ll

og
it

an
al

ys
is

co
m

e
fo

rw
ar

d
in

th
e

lik
el

ih
oo

d
fu

nc
ti

on
.

T
he

ev
en

co
lu

m
ns

co
nt

ai
n

du
m

m
y

va
ri

ab
le

s
th

at
ca

pt
ur

e
tw

o
m

on
th

ly
dy

na
m

ic
ti

m
e

eff
ec

ts
si

nc
e

Ja
nu

ar
y

20
15

(R
es

po
ns

e
1-

6)
an

d
a

du
m

m
y

th
at

ca
pt

ur
es

th
e

re
m

ai
ni

ng
pa

rt
of

th
e

ti
m

e
eff

ec
ts

af
te

r
D

ec
em

be
r

20
15

(R
es

po
ns

e
7)

.
St

an
da

rd
er

ro
rs

(c
lu

st
er

ed
at

th
e

co
un

tr
y

le
ve

l)
ar

e
re

po
rt

ed
in

pa
re

nt
he

se
s.

*,
**

an
d

**
*

in
di

ca
te

si
gn

ifi
ca

nc
e

at
10

%
,5

%
an

d
1%

,r
es

pe
ct

iv
el

y.
Fo

r
ti

m
e

eff
ec

ts
a

m
on

th
ly

du
m

m
y

is
us

ed
,w

hi
le

th
e

cr
is

is
du

m
m

y
is

1
du

ri
ng

20
08

an
d

20
09

,0
ot

he
rw

is
e.

V
ol

at
ili

ty
an

d
V

ol
um

e
ar

e
in

lo
gs

,
un

em
pl

oy
m

en
t

ra
te

,i
nd

us
tr

ia
lp

ro
du

ct
io

n
an

d
re

al
G

D
P

in
m

on
th

ly
gr

ow
th

ra
te

s.
C

N
F

re
fe

rs
to

C
re

di
t

to
th

e
N

on
-F

in
an

ci
al

se
ct

or
as

%
of

G
D

P
an

d
is

al
so

ta
ke

n
as

a
m

on
th

ly
ch

an
ge

.
P

er
io

d
N

ov
em

be
r

20
07

-
M

ay
20

18
.

35



Ta
bl

e
12

:
EX

U
BE

R
A

N
C

E
O

N
A

1%
SI

G
N

IF
IC

A
N

C
E

LE
V

EL
,A

LT
ER

N
AT

IV
E

M
O

D
EL

S
W

IT
H

C
R

IS
IS

D
U

M
M

Y

1
2

3
4

5
6

Li
ne

ar
pr

ob
ab

ili
ty

m
od

el
C

on
di

tio
na

ll
og

it
Ra

nd
om

eff
ec

ts
pr

ob
it

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

W
ith

ou
t

Q
E

In
cl

.
Q

E
Y

ie
ld

10
Y

-0
.0

19
1

-0
.0

17
8

-0
.7

50
6*

**
-0

.6
39

8*
**

-0
.3

48
7*

*
-0

.2
99

8*
*

(0
.0

24
4)

(0
.0

24
8)

(0
.2

36
4)

(0
.1

75
4)

(0
.1

43
9)

(0
.1

17
2)

Vo
la

til
ity

0.
00

73
0.

01
02

0.
28

07
0.

46
6

0.
16

59
0.

24
43

(0
.0

36
1)

(0
.0

33
4)

(0
.5

63
6)

(0
.5

22
)

(0
.2

92
7)

(0
.2

53
1)

Vo
lu

m
e

0.
01

38
0.

01
06

-0
.2

22
7

-0
.2

31
7

-0
.0

83
3

-0
.0

88
2

(0
.0

23
8)

(0
.0

24
2)

(0
.2

85
5)

(0
.2

80
7)

(0
.0

87
8)

(0
.0

93
5)

U
ne

m
pl

.
0.

08
14

0.
08

3
0.

39
99

0.
46

96
0.

16
75

0.
17

44
(0

.0
76

8)
(0

.0
78

1)
(0

.7
98

4)
(0

.8
41

2)
(0

.3
77

4)
(0

.3
91

7)
In

d.
Pr

od
.

0.
00

01
0.

00
03

0.
00

16
0.

00
18

-0
.0

00
2

0.
00

05
(0

.0
03

6)
(0

.0
03

5)
(0

.0
35

9)
(0

.0
38

7)
(0

.0
19

3)
(0

.0
19

4)
G

D
P

0.
02

15
**

0.
02

06
**

0.
18

95
**

*
0.

20
59

**
*

0.
10

03
**

*
0.

10
55

**
*

(0
.0

07
6)

(0
.0

07
4)

(0
.0

61
3)

(0
.0

56
2)

(0
.0

38
1)

(0
.0

39
1)

C
N

F
0.

00
22

-0
.0

00
4

0.
00

88
-0

.0
35

6
0.

00
94

-0
.0

13
8

(0
.0

05
2)

(0
.0

05
1)

(0
.0

68
2)

(0
.0

84
4)

(0
.0

31
5)

(0
.0

35
)

SS
R

-0
.0

03
8

-0
.0

01
4

0.
07

51
0.

12
1

0.
02

57
0.

05
15

(0
.0

09
8)

(0
.0

14
4)

(0
.0

68
7)

(0
.1

69
8)

(0
.0

43
1)

(0
.0

92
5)

Q
E1

0.
13

18
1.

95
72

**
*

1.
00

12
**

*
(0

.0
88

6)
(0

.5
15

2)
(0

.3
13

8)
Q

E2
0.

16
08

2.
31

09
**

1.
19

02
**

(0
.1

21
2)

(0
.9

04
9)

(0
.5

17
3)

Q
E3

0.
02

82
0.

37
6

0.
18

7
(0

.0
47

3)
(0

.6
46

8)
(0

.3
83

6)
Q

E4
0.

02
78

0.
34

01
0.

16
02

(0
.0

42
2)

(0
.5

87
5)

(0
.2

81
1)

Q
E5

-0
.0

45
7

-2
.0

25
1*

*
-0

.9
15

5*
*

(0
.0

45
4)

(0
.8

06
1)

(0
.4

58
4)

Q
E6

-0
.0

34
5

-1
.7

69
2*

*
-0

.7
91

3*
(0

.0
37

4)
(0

.7
74

1)
(0

.4
52

7)
Q

E7
0.

00
89

0.
44

44
0.

20
48

(0
.0

70
8)

-1
2.

66
4

(0
.6

55
2)

Fi
xe

d
eff

ec
ts

Ye
s

Ye
s

Ye
s

Ye
s

N
o

N
o

T
im

e
eff

ec
ts

N
o

N
o

N
o

N
o

N
o

N
o

C
ris

is
du

m
m

y
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
N

12
60

12
60

12
60

12
60

12
60

12
60

N
ot

e:
D

ep
en

de
nt

va
ri

ab
le

:
bi

na
ry

,1
if

th
er

e
is

ex
ub

er
an

ce
on

th
e

ba
si

s
of

B
SA

D
F

,0
ot

he
rw

is
e.

E
xu

be
ra

nc
e

is
de

te
rm

in
ed

on
a

1%
si

gn
ifi

ca
nc

e
le

ve
l.

C
ol

um
n

1
an

d
2

re
po

rt
a

lin
ea

r
pr

ob
ab

ili
ty

m
od

el
w

it
h

fix
ed

eff
ec

ts
.

T
he

re
su

lt
s

in
co

lu
m

ns
3

an
d

4
ar

e
ba

se
d

on
a

co
nd

it
io

na
ll

og
it

an
al

ys
is

,c
ol

um
n

5
an

d
6

on
a

ra
nd

om
eff

ec
ts

pr
ob

it
.

T
he

fix
ed

eff
ec

ts
in

th
e

co
nd

it
io

na
ll

og
it

an
al

ys
is

co
m

e
fo

rw
ar

d
in

th
e

lik
el

ih
oo

d
fu

nc
ti

on
.

T
he

ev
en

co
lu

m
ns

co
nt

ai
n

du
m

m
y

va
ri

ab
le

s
th

at
ca

pt
ur

e
tw

o
m

on
th

ly
dy

na
m

ic
ti

m
e

eff
ec

ts
si

nc
e

Ja
nu

ar
y

20
15

(R
es

po
ns

e
1-

6)
an

d
a

du
m

m
y

th
at

ca
pt

ur
es

th
e

re
m

ai
ni

ng
pa

rt
of

th
e

ti
m

e
eff

ec
ts

af
te

r
D

ec
em

be
r

20
15

(R
es

po
ns

e
7)

.
St

an
da

rd
er

ro
rs

(c
lu

st
er

ed
at

th
e

co
un

tr
y

le
ve

l)
ar

e
re

po
rt

ed
in

pa
re

nt
he

se
s.

*,
**

an
d

**
*

in
di

ca
te

si
gn

ifi
ca

nc
e

at
10

%
,5

%
an

d
1%

,r
es

pe
ct

iv
el

y.
Fo

r
ti

m
e

eff
ec

ts
a

m
on

th
ly

du
m

m
y

is
us

ed
,w

hi
le

th
e

cr
is

is
du

m
m

y
is

1
du

ri
ng

20
08

an
d

20
09

,0
ot

he
rw

is
e.

V
ol

at
ili

ty
an

d
V

ol
um

e
ar

e
in

lo
gs

,
un

em
pl

oy
m

en
t

ra
te

,i
nd

us
tr

ia
lp

ro
du

ct
io

n
an

d
re

al
G

D
P

in
m

on
th

ly
gr

ow
th

ra
te

s.
C

N
F

re
fe

rs
to

C
re

di
t

to
th

e
N

on
-F

in
an

ci
al

se
ct

or
as

%
of

G
D

P
an

d
is

al
so

ta
ke

n
as

a
m

on
th

ly
ch

an
ge

.
P

er
io

d
N

ov
em

be
r

20
07

-
M

ay
20

18
.

36



Ta
bl

e
13

:
EX

U
BE

R
A

N
C

E
O

N
A

5%
SI

G
N

IF
IC

A
N

C
E

LE
V

EL
IN

A
D

Y
N

A
M

IC
PR

O
BI

T
A

N
A

LY
SI

S
W

IT
H

A
N

T
IC

IP
AT

IO
N

EF
FE

C
T

O
F

Q
E

(Q
E0

,A
U

G
20

14
-D

EC
20

14
)

1
2

3
4

5
6

7
8

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

W
ith

ou
t

Q
E

In
cl

.
Q

E
W

ith
ou

t
Q

E
In

cl
.

Q
E

La
gg

ed
Bu

bb
le

2.
34

78
**

*
2.

19
01

**
*

2.
15

38
**

*
2.

09
34

**
*

2.
40

52
**

*
2.

24
16

**
*

2.
20

72
**

*
2.

14
38

**
*

(0
.2

03
9)

(0
.1

62
1)

(0
.1

41
3)

(0
.1

42
6)

(0
.2

11
3)

(0
.1

71
7)

(0
.1

54
3)

(0
.1

56
3)

Y
ie

ld
10

Y
-0

.1
58

3
-0

.0
31

8
-0

.0
68

6
0.

02
18

-0
.1

63
3

-0
.0

35
2

-0
.0

74
9

0.
01

81
(0

.1
12

4)
(0

.0
90

6)
(0

.1
11

9)
(0

.0
96

2)
(0

.1
12

0)
(0

.0
91

2)
(0

.1
11

2)
(0

.0
97

0)
Vo

la
til

ity
0.

24
47

0.
26

23
0.

00
37

0.
04

23
0.

25
57

0.
27

52
0.

01
72

0.
05

60
(0

.1
63

6)
(0

.1
80

0)
(0

.1
41

0)
(0

.1
85

4)
(0

.1
63

2)
(0

.1
82

8)
(0

.1
40

7)
(0

.1
88

1)
Vo

lu
m

e
-0

.0
58

7
0.

03
81

-0
.0

49
2

0.
01

48
-0

.0
57

8
0.

03
46

-0
.0

50
0

0.
00

91
(0

.1
63

2)
(0

.1
85

0)
(0

.1
46

3)
(0

.1
67

4)
(0

.1
70

5)
(0

.1
89

4)
(0

.1
54

7)
(0

.1
72

8)
U

ne
m

pl
.

0.
16

33
0.

23
87

0.
13

01
0.

19
17

0.
16

89
0.

25
97

0.
13

28
0.

20
81

(0
.3

18
1)

(0
.2

80
7)

(0
.3

27
0)

(0
.2

77
0)

(0
.3

15
9)

(0
.2

74
8)

(0
.3

24
5)

(0
.2

62
9)

In
d.

Pr
od

.
0.

01
38

0.
00

85
0.

01
82

0.
01

36
0.

01
35

0.
00

70
0.

01
82

0.
01

27
(0

.0
22

0)
(0

.0
20

5)
(0

.0
19

6)
(0

.0
19

6)
(0

.0
21

9)
(0

.0
20

1)
(0

.0
20

0)
(0

.0
19

8)
G

D
P

0.
07

28
**

*
0.

02
38

0.
06

60
**

*
0.

03
44

0.
07

30
**

*
0.

02
36

0.
06

62
**

*
0.

03
49

(0
.0

21
0)

(0
.0

16
3)

(0
.0

25
3)

(0
.0

26
4)

(0
.0

22
9)

(0
.0

16
4)

(0
.0

25
3)

(0
.0

25
8)

C
N

F
0.

00
67

-0
.0

10
2

-0
.0

11
9

-0
.0

21
4

0.
00

48
-0

.0
13

2
-0

.0
13

4
-0

.0
24

0
(0

.0
32

2)
(0

.0
24

3)
(0

.0
29

7)
(0

.0
26

5)
(0

.0
37

2)
(0

.0
27

7)
(0

.0
32

7)
(0

.0
29

7)
SS

R
0.

08
98

*
0.

24
71

**
*

-0
.0

76
8

0.
07

29
**

0.
09

27
*

0.
25

19
**

*
-0

.0
74

4
0.

07
61

**
(0

.0
53

4)
(0

.0
40

3)
(0

.0
47

8)
(0

.0
30

3)
(0

.0
52

6)
(0

.0
40

3)
(0

.0
48

6)
(0

.0
32

0)
Q

E0
1.

34
85

**
*

1.
13

45
**

*
1.

38
81

**
*

1.
17

37
**

*
(0

.2
18

1)
(0

.2
16

7)
(0

.2
39

3)
(0

.2
32

3)
Q

E1
2.

14
94

**
*

1.
84

54
**

*
2.

18
80

**
*

1.
87

90
**

*
(0

.5
09

2)
(0

.5
16

1)
(0

.5
08

6)
(0

.5
17

8)
Q

E2
1.

47
70

**
*

1.
14

11
**

*
1.

50
61

**
*

1.
15

91
**

*
(0

.3
65

2)
(0

.3
68

8)
(0

.3
33

7)
(0

.3
42

5)
Q

E3
1.

28
49

**
*

1.
19

51
**

*
1.

31
08

**
*

1.
21

85
**

*
(0

.3
42

9)
(0

.3
66

7)
(0

.3
76

3)
(0

.3
99

9)
Q

E4
0.

90
27

0.
95

60
0.

92
89

*
0.

97
66

*
(0

.5
94

2)
(0

.6
16

0)
(0

.5
41

0)
(0

.5
64

3)
Q

E5
0.

73
81

*
0.

67
19

0.
79

78
**

0.
72

46
**

(0
.4

40
7)

(0
.4

46
0)

(0
.3

61
2)

(0
.3

66
4)

Q
E6

0.
96

24
*

0.
70

72
1.

00
82

*
0.

75
04

(0
.5

08
6)

(0
.5

27
9)

(0
.5

34
1)

(0
.5

41
6)

Q
E7

1.
84

73
**

*
1.

36
53

**
*

1.
86

46
**

*
1.

37
79

**
*

(0
.3

20
8)

(0
.3

41
7)

(0
.3

24
6)

(0
.3

40
7)

Fi
xe

d
eff

ec
ts

N
o

N
o

N
o

N
o

N
o

N
o

N
o

N
o

T
im

e
eff

ec
ts

N
o

N
o

N
o

N
o

Ye
s

Ye
s

Ye
s

Ye
s

C
ris

is
du

m
m

y
N

o
N

o
Ye

s
Ye

s
N

o
N

o
Ye

s
Ye

s
N

12
60

12
60

12
60

12
60

12
60

12
60

12
60

12
60

N
ot

e:
D

ep
en

de
nt

va
ri

ab
le

:
bi

na
ry

,1
if

th
er

e
is

ex
ub

er
an

ce
on

th
e

ba
si

s
of

B
SA

D
F

,0
ot

he
rw

is
e.

E
xu

be
ra

nc
e

is
de

te
rm

in
ed

on
a

5%
si

gn
ifi

ca
nc

e
le

ve
l.

C
ol

um
n

5-
8

co
nt

ai
n

ti
m

e
eff

ec
ts

,c
ol

um
n

3,
4,

7
an

d
8

co
nt

ai
n

cr
is

is
du

m
m

ie
s.

T
he

ev
en

co
lu

m
ns

co
nt

ai
n

du
m

m
y

va
ri

ab
le

s
th

at
ca

pt
ur

e
tw

o
m

on
th

ly
dy

na
m

ic
ti

m
e

eff
ec

ts
si

nc
e

Ja
nu

ar
y

20
15

(R
es

po
ns

e
1-

6)
an

d
a

du
m

m
y

th
at

ca
pt

ur
es

th
e

re
m

ai
ni

ng
pa

rt
of

th
e

ti
m

e
eff

ec
ts

af
te

r
D

ec
em

be
r

20
15

(R
es

po
ns

e
7)

.
Q

E
0

ca
pt

ur
es

th
e

ti
m

e-
re

sp
on

se
fu

nc
ti

on
in

an
ti

ci
pa

ti
on

of
Q

E
(b

et
w

ee
n

A
ug

20
14

an
d

D
ec

20
14

).
St

an
da

rd
er

ro
rs

(c
lu

st
er

ed
at

th
e

co
un

tr
y

le
ve

l)
ar

e
re

po
rt

ed
in

pa
re

nt
he

se
s.

*,
**

an
d

**
*

in
di

ca
te

si
gn

ifi
ca

nc
e

at
10

%
,5

%
an

d
1%

,r
es

pe
ct

iv
el

y.
Fo

r
ti

m
e

eff
ec

ts
a

m
on

th
ly

du
m

m
y

is
us

ed
,w

hi
le

th
e

cr
is

is
du

m
m

y
is

1
du

ri
ng

20
08

an
d

20
09

,0
ot

he
rw

is
e.

V
ol

at
ili

ty
an

d
V

ol
um

e
ar

e
in

lo
gs

,u
ne

m
pl

oy
m

en
t

ra
te

,i
nd

us
tr

ia
lp

ro
du

ct
io

n
an

d
re

al
G

D
P

in
m

on
th

ly
gr

ow
th

ra
te

s.
C

N
F

re
fe

rs
to

C
re

di
t

to
th

e
N

on
-F

in
an

ci
al

se
ct

or
as

%
of

G
D

P
an

d
is

al
so

ta
ke

n
as

a
m

on
th

ly
ch

an
ge

.
P

er
io

d
N

ov
em

be
r

20
07

-
M

ay
20

18
.

37



 

Previous DNB Working Papers in 2019 
 
No. 622 David-Jan Jansen, Did Spillovers From Europe Indeed Contribute to the 2010 U.S. Flash 

Crash? 
No. 623 Wilko Bolt, Kostas Mavromatis and Sweder van Wijnbergen, The Global Macroeconomics 

of a trade war: the EAGLE model on the US-China trade conflict 
No. 624 Ronald Heijmans and Chen Zhou, Outlier detection in TARGET2 risk indicators 
No. 625 Robert Vermeulen, Edo Schets, Melanie Lohuis, Barbara Kölbl, David-Jan Jansen 

and Willem Heeringa, The Heat is on: A framework measuring financial stress under 
disruptive energy transition scenarios 

No. 626 Anna Samarina and Anh D.M. Nguyen, Does monetary policy affect income inequality in 
the euro area? 

No. 627 Stephanie Titzck and Jan Willem van den End, The impact of size, composition and 
duration of the central bank balance sheet on inflation expectations and market prices 

No. 628 Andrea Colciago, Volker Lindenthal and Antonella Trigari, Who Creates and Destroys 
Jobs over the Business Cycle? 

No. 629 Stan Olijslagers, Annelie Petersen, Nander de Vette and Sweder van Wijnbergen, What 
option prices tell us about the ECB’s unconventional monetary policies 

No. 630 Ilja Boelaars and Dirk Broeders, Fair pensions 
No. 631 Joost Bats and Tom Hudepohl, Impact of targeted credit easing by the ECB: bank-
 level evidence 
No. 632 Mehdi El Herradi and Aurélien Leroy, Monetary policy and the top one percent:  
 Evidence from a century of modern economic history 
No. 633 Arina Wischnewsky, David-Jan Jansen and Matthias Neuenkirch, Financial  
 Stability and the Fed: Evidence from Congressional Hearings 
No. 634 Bram Gootjes, Jakob de Haan and Richard Jong-A-Pin, Do fiscal rules constrain  
 political budget cycles? 
No. 635 Jasper de Jong and Emmanuel de Veirman, Heterogeneity and Asymmetric  
 Macroeconomic effects of changes in Loan-to-Value limits 
No. 636 Niels Gilbert, Euro area sovereign risk spillovers before and after the ECB’s OMT 
No. 637 Dorinth van Dijk, Local Constant-Quality Housing Market Liquidity Indices 
No. 638 Francesco G. Caolia, Mauro Mastrogiacomo and Giacomo Pasini, Being in Good 
 Hands: Deposit Insurance and Peers Financial Sophistication 
No. 639 Maurice Bun and Jasper de Winter, Measuring trends and persistence in capital and  
 labor misallocation 
No. 640 Florian Heiss, Michael Hurd, Maarten van Rooij, Tobias Rossmann and Joachim  
 Winter, Dynamics and heterogeneity of subjective stock market expectations 
No. 641 Damiaan Chen and Sweder van Wijnbergen, Redistributive Consequences of  
 Abolishing Uniform Contribution Policies in Pension Funds 
No. 642    Richard Heuver and Ron Triepels,  Liquidity Stress Detection in the European Banking Sector  

No. 643    Dennis Vink, Mike Nawas and Vivian van Breemen, Security design and credit rating  
                risk in the CLO market 
No. 644    Jeroen Hessel, Medium-term Asymmetric Fluctuations and EMU as an Optimum Currency Area 
No. 645     Dimitris Christelis, Dimitris Georgarakos, Tullio Jappelli, Luigi Pistaferri and  

                  Maarten van Rooij, Wealth Shocks and MPC Heterogeneity 
No. 646     Dirk Bezemer and Anna Samarina, Debt Shift, Financial Development and Income Inequality 
No. 647     Jan Willem van den End, Effects of QE on sovereign bond spreads through the safe asset channel 
No. 648     Bahar Öztürk and Ad Stokman, Animal spirits and household spending in Europe and the US 



- 2 - 

 

 

No. 649     Garyn Tan,  Beyond the zero lower bound: negative policy rates and bank lending 
No. 650     Yakov Ben-Haim and Jan Willem van den End, Fundamental uncertainty about the natural rate  
   of interest: Info-gap as guide for monetary policy 

No. 651 Olivier Coibion, Dimitris Georgarakos, Yuriy Gorodnichenko and Maarten van  Rooij, How 
 does consumption respond to news about inflation? Field evidence from a randomized control 
 trial 
No. 652 Nikos Apokoritis, Gabriele Galati, Richhild Moessner and Federica Teppa, Inflation 
 expectations anchoring: new insights from micro evidence of a survey at high-frequency and of 
 distributions 
No. 653 Dimitris Mokas and Rob Nijskens, Credit risk in commercial real estate bank loans: the role of 
 idiosyncratic versus macro-economic factors  
No. 654 Cars Hommes, Kostas Mavromatis, Tolga Özden and Mei Zhu, Behavioral Learning Equilibria in 
  the New Keynesian Model 
No. 655 Leo de Haan and Mauro Mastrogiacomo, Loan to value caps and government-backed mortgage  

insurance: loan-level evidence from Dutch residential mortgages 
No. 656 Jakob de Haan, Zhenghao Jin and Chen Zhou, Micro-prudential regulation and banks'  
 systemic risk 
No. 657 Michael Kurz and Stefanie Kleimeier, Credit Supply: are there negative spillovers from banks’  
 proprietary trading? 
No. 658 Patty Duijm, Foreign funded credit: funding the credit cycle?  
No. 659     Mary Everett, Jakob de Haan, David-Jan Jansen, Peter McQuade, and Anna Samarina,  
                 Mortgage lending, monetary policy, and prudential measures in small euro-area economies: 
                 Evidence from Ireland and the Netherlands  
  
 



De Nederlandsche Bank N.V.  

Postbus 98, 1000 AB Amsterdam 

020 524 91 11 

dnb.nl


